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Abstract 
Effective bank fraud prevention and management is crucial for financial institutions to mitigate risks and protect 
their assets. This study explores how employee perceptions of risk management practices relate to their 
perception of the bank's effectiveness in preventing fraud. An ordered probit model was used to analyze survey 
data collected from 475 employees across 17 Ethiopian private and public banks. The analysis revealed 
significant positive relationships between several bank practices and perceived fraud prevention effectiveness. 
Employees who perceived more robust risk management, control measures, training programs, technology use, 
and incident response protocols were more likely to believe the bank effectively prevented fraud. These findings 
highlight the importance of specific bank practices in fostering a positive employee perception of fraud 
prevention. Banks can leverage this knowledge to develop targeted strategies for strengthening areas with the 
strongest positive associations with perceived effectiveness. These can lead to improved employee awareness, 
better use of technology for fraud detection, and, ultimately, a more secure banking environment.      
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1. Introduction 

Bank fraud, a menacing threat to the financial sector, not only jeopardizes the stability and integrity of bank 
institutions (Hussaini et al., 2018) but also undermines the trust of customers and investors. Banks have a multi-
layered defense plan to counter these dangers. According to Rohmatin et al. (2021), this approach combines 
strong governance and risk management procedures to promote ethical behavior and improve compliance 
monitoring. Furthermore, comprehensive policies and control mechanisms, employee education, and awareness 
campaigns combine to discourage fraud attempts and provide employees with the tools they need to get involved 
in prevention initiatives (Flowerastia et al., 2021; Musyoki, 2023). 

In addition, banks are leading the way in utilizing data analytics and cutting-edge technology to keep ahead of 
constantly changing scams. Machine learning, artificial intelligence, and big data analytics make possible the 
detection of complex patterns suggestive of fraudulent activity and the identification of new trends (Byrapu et al., 
2024; Olubusola et al., 2024). These improvements and efficient incident response procedures create a complete 
strategy to prevent fraud (Tariq et al., 2024). 

Risk management and governance, control measures and policies, training and awareness, technology and 
analytics, and incident response and controls are essential elements that should be well executed in every 
organization's effort to attain its established objectives. This study used all these factors to measure bank fraud 
prevention capability. It prepared a questionnaire for bank employees and analyzed their responses using the 
ordered probit regression model. The study aimed to provide valuable insights into best practices for banks' fraud 
prevention strategies by exploring the efficacy of these strategies in preventing bank fraud, focusing on risk 
management and governance, control measures and policies, training and awareness, technology and analytics, 
and incident response and controls. By comprehending and implementing these strategies, banks can enhance 
their security posture, strengthen their resilience against fraudulent activities, and contribute to a reduction in 
bank fraud incidents.  
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2. Hypothesis Development 

2.1 Risk Management and Governance (RMG) 

Risk management and governance involve systematic processes to identify, assess, and mitigate organizational 
risks, particularly in financial institutions like banks. Strong risk management and governance procedures greatly 
lower the fraud rate in banks by boosting compliance monitoring, developing a culture of ethical behavior, and 
strengthening internal control efficacy. These, in turn, help create a banking environment that is safer and more 
resilient, which eventually boosts corporate governance and improves financial performance. Rohmatin et al. 
(2021) assert that by establishing strong internal controls and encouraging a culture of ethical behavior, effective 
governance and risk management techniques can greatly decrease the likelihood of fraud occurring. According to 
Hussaini et al. (2018), stronger fraud risk management procedures and a long-standing culture of risk-taking lead 
to safer banking and may even boost profits. Rehman and Hashim (2020) point out that banks can improve their 
corporate governance and control environment by using effective fraud prevention strategies. Ngigi et al. (2020) 
emphasize that effective risk assessment methods and appropriate governance monitoring form a solid basis for 
detecting and preventing fraud within banks. A more secure and resilient financial system can be achieved 
through proactive risk management of fraud by banks using a well-integrated Governance, Risk, and Compliance 
(GRC) approach, according to Knechel and Willekens (2006). Finally, according to Drogalas et al. (2017), a 
bank's capacity to detect, prevent, and investigate fraudulent actions can be greatly enhanced by a strong internal 
audit function backed by efficient governance systems. 

H1: Stronger risk management practices and effective corporate governance will lead to a lower incidence of 
bank fraud. 

 

2.2 Control Measures and Policies (CMP) 

Control Measures and Policies are protocols and procedures designed to prevent, detect, and respond to 
fraudulent activities. Banks that incorporate advanced technologies such as big data analytics and behavioral 
analytics, develop well-defined policies and procedures, and implement robust internal controls will experience a 
substantial decrease in fraud incidents. This results from a more comprehensive approach to identifying and 
averting fraudulent activities, improved threat intelligence, and enhanced detection capabilities. Musyoki (2023) 
asserts that internal solid controls are a powerful obstacle to fraudulent actions. He stresses the significance of 
clearly defined policies and procedures, division of responsibilities, and routine audits. According to Rahman 
and Anwar (2014), a well-designed combination of rules and control systems, backed by continuous monitoring 
and staff training, is essential to avoid bank fraud. As Philip et al. (2024) pointed out, big data analytics can 
improve control methods and regulations. A stronger defense against bank fraud can be achieved by combining 
thorough rules with strong internal controls (Rashid, 2022). According to Olaniyan et al. (2023), banks can boost 
their control measures and policies by combining threat intelligence with behavioral analytics. This gives them a 
better picture of the danger landscape and helps them spot suspicious conduct that could be hard to detect using 
traditional approaches. 

H2:  Implementing comprehensive control measures and effective fraud prevention policies will lower the 
incidence of bank fraud. 

 

2.3 Training and Awareness (TRA) 

Training and awareness programs inform employees about fraud risks and prevention strategies. A more 
proactive and robust fraud prevention framework within banks results from comprehensive and continuous 
employee education programs that incorporate general awareness training, role-specific skills, behavioral science 
principles, and financial literacy elements. This enhancement in employees' ability to detect and prevent fraud is 
significant. According to Flowerastia et al. (2021), a stronger foundation for preventing fraud can be achieved by 
well-designed training and awareness programs that help employees spot suspicious activities. Regular and 
multi-channel delivery of effective security awareness campaigns is critical in shaping employee behavior and, 
according to Li et al. (2016), contributes to effective fraud prevention. For banks to keep up with the ever-
changing fraud risks and keep their defenses strong, Abubakar (2024) stresses the need for a dynamic and 
dynamic training strategy focused on continuous learning and adaptation. Security awareness training programs 
can enhance their ability to influence employee conduct and decrease the risk of bank fraud by integrating 
behavioral science principles, according to Williams et al. (2019). Security awareness training, according to 
Magioli Sereno and Ang (2024), is critical for changing the mindset of employees and encouraging them to take 
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the initiative to prevent fraud. Last but not least, Asker and Tamtam (2020) point out that training programs that 
include financial literacy enable staff to take a more active role in preventing fraud and providing better 
customer service. 

H3: Increased employee training and awareness programs regarding fraud prevention will lead to a lower 
incidence of bank fraud. 

 

2.4 Technology and Analytics (TEA) 

Technology and analytics encompass the application of cutting-edge resources such as artificial intelligence, data 
analytics, machine learning, and social network analysis. Using cutting-edge technology like machine learning, 
artificial intelligence, data analytics, and social network analysis improves banks' capacity to detect and prevent 
fraud. Because of these, a more secure financial environment is achieved through improved accuracy in 
recognizing fraudulent actions, detecting growing fraud patterns, and successfully resisting fraudulent schemes. 
In their study, Byrapu et al. (2024) compare machine learning to traditional rule-based systems and find that it 
can improve fraud detection accuracy. In their discussion, Philip et al. (2024) highlight how banks might uncover 
new fraud tendencies and create better detection models by examining massive and intricate datasets. Social 
network analysis can enhance the efficacy of fraud prevention techniques, as Chau and Faloutsos (2018) showed. 
By analyzing data from previously detected fraudulent credit card transactions, Ashraf et al. (2022) are able to 
detect fraudulent transactions. By showcasing AI's ability to detect anomalies within large and ever-changing 
datasets, Olubusola et al. (2024) prove that AI is superior at detecting complex patterns that indicate fraudulent 
conduct. The review explains the practical uses of AI in fraud detection by highlighting real-life examples of the 
technology's effectiveness in foiling scams. 

H4: Using advanced technology and data analytics will lead to a more effective detection and prevention of bank 
fraud. 

 

2.5 Incident Response and Controls (IRC) 

Incident Response and Controls are procedures that are designed to respond to fraudulent incidents in a timely 
and effective manner. The financial losses and reputational damage resulting from bank fraud incidents are 
substantially reduced by clear incident response plans based on thorough investigations and continuous 
improvement. Regular exercises improve employee readiness, bolstering the bank's defense against fraud, while 
data-driven insights refine fraud prevention strategies. The importance of incident response plans is emphasized 
by Tariq et al. (2024), who highlight the importance of effective investigation procedures, communication 
protocols, and defined roles. The efficacy of such plans is underscored by Samuel et al. (2023), who emphasize 
the importance of continuous refinement and comprehensive investigations. Ramadhan (2020) underscores the 
importance of root cause analysis in identifying vulnerabilities and implementing corrective actions. Achary and 
Shelke (2023) investigate the potential of data analytics to improve fraud detection models. Omar et al. (2016) 
indicate the significance of incident response exercises in improving employee preparedness for fraud. 

H5: The effectiveness of incident response and controls directly influences bank fraud prevention efforts.  

 

3. Materials and Methods 

3.1 Research and Instrument Design 

This cross-sectional study employed a quantitative structured survey, drawing on positivist epistemology and 
realist ontology. A self-administered questionnaire was developed to measure assessment instruments, utilizing a 
five-point Likert scale ("strongly agree" to "strongly disagree"). To ensure content validity, the questionnaire 
underwent a two-step process. Firstly, it was reviewed by a diverse group of risk management experts from 
private banks, public banks, and central bank (6 in total). Secondly, a pilot test with 35 participants assessed the 
questionnaire's clarity, understandability, and language neutrality. Subsequent expert and participant feedback led 
to minor adjustments, ensuring that the final instrument effectively captured the intended measurements. 
Carefully designed sampling instruments were employed to encompass perspectives from various levels of the 
organizational hierarchy, resulting in a sample size of 537, which included top management, middle management, 
frontline staff, and back-office staff. Due to non-respondents and the identical answer (straightening), 475 replies 
were analyzed, producing a 90% response rate.  
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3.2 Preliminary Analyses 

The study comprises 324 males (68.2%) and 151 females (31.8%). 28.2% are aged 21-30, 40.4% are 31-40, 
28.8% are 40-50, and 2.5% are over 50. Regarding job positions, 8.0% are in top management, 16.8% in middle 
management, 26.1% are back-office staff, and 49.1% are frontline staff. Regarding experience, 21.9% have 0-5 
years, 31.2% have 6-10 years, 29.9% have 11-15 years, and 17.1% have over 15 years of experience. Lastly, 
33.5% work in public banks, while 66.5% are in private banks.  

Descriptive statistics for the study's variables are presented in Table 1. Cronbach's Alpha was employed to assess 
the internal reliability of each instrument, with values exceeding 0.7 indicative of acceptable internal consistency 
(Taber, 2018). The overall Cronbach's Alpha for the study was 0.90. Individual instrument reliabilities ranged 
from 0.811 (RMG) to 0.876 (TRA), demonstrating reasonably good internal consistency for all measures. 

 

Table 1. Descriptive Statistics and Cronbach's Alpha 

Variables  Mean Std. 
Deviation 

Cronbach's α 

Risk Management and Governance (RMG) 
 

3.784 0.618 0.811 

Training and Awareness (TRA) 
 

4.079 0.659 0.876 

Incident Response and Controls (IRC) 
 

3.917 0.576 0.833 

Technology and Analytics (TEA) 
 

3.745 0.601 0.844 

Control Measures and Policies (CMP) 
 

3.876 0.646 0.842 

Source: Authors (2024) 

 

The suitability of exploratory factor analysis (EFA) for this study was assessed prior to factor extraction and 
hypothesis testing. Data suitability is typically evaluated using the Kaiser-Meyer-Olkin (KMO) measure of 
sampling adequacy and Bartlett's Test of Sphericity. KMO values exceeding 0.8 indicate adequate sampling, 
while a statistically significant Bartlett's Test (p < 0.05) suggests that the data exhibits the absence of sphericity, 
a requirement for EFA (Shrestha, 2021). In this study, the KMO value was 0.899, and Bartlett's Test of Sphericity 
yielded a significance level of p < .001. These results confirm the data's appropriateness for further factor 
analysis. 

Normality tests evaluate whether a dataset adheres to a normal distribution. A dataset exhibits normal 
distribution if the Skewness and Kurtosis analysis values fall within the range of +/-2 (Hatem et al., 2022). The 
skewness analysis conducted in this study revealed a minimum value of -0.58 and a maximum value of 0.419. 
Likewise, the Kurtosis analysis yielded a minimum value of -0.637 and a maximum value of 1.847, indicating 
conformity with normality. 

Mahalanobis distance (D²) was employed to identify potential outliers within the data set. This metric quantifies 
the deviation of an observation from the center (mean) of the distribution. In outlier detection, observations with 
D² values corresponding to a p-value less than 0.05 are typically considered outliers (Ghorbani, 2019). In this 
study, none of the calculated D² values yielded a p-value below the 0.05 threshold. This finding suggests that the 
data set likely contains no statistically significant outliers. 

Considering the self-reported nature of the data collection, a potential concern lies in common method bias 
(CMB) (Podsakoff et al., 2003). Harman's single-factor test was employed as a statistical assessment to mitigate 
this potential bias. Exploratory factor analysis (EFA) was conducted, forcing all observed variables to load onto 
a single unrotated factor. The resulting single factor explained only 29.018% of the total variance, falling below 
the recommended threshold of 50% (Pandey & Charoensukmongkol, 2019). This finding suggests that CMB is 
unlikely to be a significant threat to the validity of the results.  

Principal component analysis (PCA) with Varimax rotation, a type of orthogonal rotation, was employed to 
extract underlying factors from the 24 survey items. Varimax rotation promotes interpretable factors with 
minimal overlap between them (Forina et al., 2005). Eigenvalues were initially obtained for each component to 
assess their explanatory power. Following common practices, factor loadings with absolute values below 0.3 
were suppressed to enhance interpretability. However, none of the factor loadings fell below this threshold, 
indicating that all items contributed meaningfully to the underlying factors. Consequently, all 24 items were 
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retained for further analysis..   

Further assessment of the data's suitability for factor analysis involved examining the commonalities extracted 
from the exploratory factor analysis (EFA). All five identified factors possessed eigenvalues exceeding Kaiser's 
criterion of 1 (Kaiser & Caffrey, 1965). These factors explained a substantial portion of the total variance, 
accounting for 63.926% (refer to Appendix 1). 

 

3.3 Measurement Model Assessment 

As hypothesized by theoretical underpinnings, the study conducted a convergent validity test to evaluate the 
convergence of items within constructs. Model fit was the primary focus of the initial analysis, which was 
conducted using established indices. The Adjusted Goodness-of-Fit Index (AGFI), Normed-Fit Index (NFI), 
Comparative Fit Index (CFI), and Goodness-of-Fit Index (GFI) all exceeded 0.9 (GFI = 0.957, NFI = 0.955, 
AGFI = 0.942, CFI = 0.993). Simultaneously, the Root Mean Square Error of Approximation (RMSEA) 
decreased below the prescribed threshold (RMSEA = 0.02). Collectively, these suggest that the model is well-
fitting. Convergent validity was additionally assessed by applying composite reliability (CR) and average 
variance extracted (AVE). All CR values exceeded 0.7, and all AVE values exceeded 0.5. Furthermore, the CR 
consistently surpassed the AVE (see Table 2). These results demonstrate that the variables within each scale 
effectively converge in capturing the fundamental constructs. (Hoyle, 2023). 

Table 2. Convergent validity 

Variables  CR  AVE 
No. of items in 

the scale 
Risk Management and Governance (RMG) 0.816 0.527 4 

Training and Awareness (TRA) 0.844 0.522 5 

Incident Response and Controls (IRC) 0.88 0.599 5 

Technology and Analytics (TEA) 0.845 0.521 5 

Control Measures and Policies (CMP) 0.846 0.525 5 
Source: Authors (2024) 

The discriminant validity, which guarantees the uniqueness of the studied constructs, was confirmed through a 
comparison study. This approach entailed assessing the Average Variance Extracted (AVE) of each construct in 
comparison to the Maximum Shared Variance (MSV) and Average Shared Variance (ASV) obtained for all 
pairings of constructs (Fornell & Larcker, 1981). The findings, as shown in Table 3, consistently indicated that 
the average variance extracted (AVE) of each construct was higher than both the maximum shared variance 
(MSV) and average shared variance (ASV). This provides strong evidence for the distinctiveness of the 
measurement model. 

Table 3. Discriminant Validity 

Variables CR AVE MSV MaxR(H) RMG TRA TEA CMP 

RMG 0.816 0.527 0.197 0.821 0.726    

TRA 0.880 0.599 0.246 0.895 0.444 0.774   

TEA 0.845 0.521 0.246 0.846 0.371 0.441 0.722  

CMP 0.846 0.525 0.236 0.855 0.390 0.486 0.374 0.725 

IRC 0.844 0.522 0.246 0.860 0.393 0.896 0.496 0.483 
Source: Authors (2024) 

 

4. Results and Discussion 

4.1 Model specification and regression analysis 

This study employs an ordered probit regression model to examine the influence of various factors on Effective 
Fraud Prevention and Management (EFPM). This model is particularly suited for analysing the relationship 
between an ordinal dependent variable, like EFPM with ordered categories and multiple independent variables 
(Della Lucia et al., 2013). The ordinal nature of EFPM implies a natural order among its categories; however, the 
intervals between them may not be equal. 

The ordered probit model is formally specified as: 
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Yi = β₀ + β₁X₁ + β₂X₂ + β₃X₃ + ... + βᵢXᵢ + ϵᵢ                                                (1) 

Where: 

• Yi represents the outcome variable with multiple categories (5 categories) 

• X1, X2, X3, ..., Xi represents the independent variables. 

• β₀ denotes the intercept term. 

• β1, β2, ..., βi represent the coefficients for the corresponding independent variables. 

• ϵi represents the error term. 

The probability of Y being in each category given a specific value of X can be calculated using the cumulative 
distribution function (CDF) of the standard normal distribution (Φ).  

For each category k (where k = 1 to 5): 

P(y = k | X) = Φ(μₖ - βₖ * X                                                             (2) 

This equation calculates the probability of Y being in category k given the values of the independent variables X 
and the corresponding coefficients β. 

For the last category (k = 5): 

P(y = 5 | X) = 1 - Σ(Φ(μᵢ - βᵢ * X)) for i = 1 to 4                                             (3) 

This equation calculates the probability of Y being in the last category (5) given X. It's computed by subtracting 
the sum of probabilities of all other categories from 1. 

In these equations: 

• μₖ represents the threshold for category k. 

• βₖ represents the coefficient of the independent variable Xₖ. 

• Φ(μₖ - βₖ * X) represents the cumulative probability of Y being in category k, given the specific value of 
X. 

• Σ(Φ(μᵢ - βᵢ * X)) iterates over all categories from 1 to k-1 and calculates the cumulative probabilities for 
each category, excluding the last one. 

STATA 13 was used for the statistical analyses. The independent variables in the model encompass Risk 
Management and Governance (RMG), Control Measures and Policies (CMP), Training and Awareness (TRA), 
Technology and Analytics (TEA) and Incident Response and Controls (IRC). The dependent variable is Effective 
Fraud Prevention and Management (EFPM). 

This study analyses the impact of an independent variable (imputed using regression methods) on a five-level 
ordinal dependent variable representing effectiveness (Highly Ineffective to Highly Effective). We employ an 
ordered probit model to estimate the average change in the probability of achieving each effectiveness level for a 
one-unit increase in the independent variable, considering all observations in the sample. 

 

4.2 Regression Analysis 

Table 4 presents the ordered probit regression model, which includes 475 observations. The Wald chi-squared 
statistic is 102.46 with 5 degrees of freedom, and the associated p-value is less than 0.001. This indicates that the 
model is statistically significant overall, demonstrating that the independent variables collectively influence the 
dependent variable, Effective Fraud Prevention and Management (EFPM). Additionally, the Pseudo R-squared 
value of 0.398 suggests that the independent variables in the model explain approximately 39.8% of the 
variability in EFPM. Due to the nonlinearity of the equation in an ordered probit model, only the signs of the 
coefficients can be directly interpreted, not their magnitudes. To evaluate the quantitative effects of the 
independent variables, marginal effects are calculated. The results indicate a positive relationship between the 
constructs (CMP, RMG, IRC, TEA, TRA) and Effective Fraud Prevention Measures (EFPM) 

Table 4. Ordered Probit regression 

Variables Coef. Robust   Std. Err. z P>|z| [95% Conf. Interval] 

CMP 1.242 0.235 5.3 0.00 0.783 1.702 

RMG 1.148 0.264 4.34 0.000 0.630 1.665 

IRC 1.155 0.236 4.89 0.000 0.692 1.619 
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TEA 1.145 0.180 6.36 0.00 0.792 1.489 

TRA 0.928 0.186 4.95 0.00 0.561 1.296 

Number of obs 475  Pseudo R2 0.398 

Wald chi2(5) 142.46  Log pseudolikelihood -357.52 

Prob > chi2 <0.001  
Source: Primary data analysis output from STATA (2024) 

 

4.3 Ordered Probit Regression Marginal Effects 

Whether the marginal effects indicate a negative or positive sign, it is essential to understand that these signs 
reflect changes in the probability of EFPM falling into a specific category, given changes in the independent 
variables. However, the overall positive or negative relationship between the independent variables and EFPM 
should be determined by the sign of the regression coefficients from the ordered probit model. The marginal 
effects are conditional on the distribution across the categories of EFPM, meaning they represent the changes in 
the probability of being in a particular category rather than providing an absolute measure of the impact on fraud 
prevention effectiveness. 

Table 5 revealed robust positive associations between all independent variables and the probability of achieving 
the highest effective fraud prevention measures (EFPM=5). 

A one-unit increase in Control Measures and Policies (CMP) yields a statistically significant (p < 0.001) 
enhancement of approximately 27.62% in the probability of attaining the highest Effective Fraud Prevention 
Measures (EFPM) category, underscoring the substantial positive impact of comprehensive control measures and 
policies on optimal fraud prevention. Similarly, augmenting Risk Management and Governance (RMG) practices 
by one unit results in a statistically significant (p < 0.001) increase of roughly 25.51% in the probability of 
reaching the highest EFPM category, highlighting the critical importance of robust risk management and 
governance frameworks in fostering superior fraud prevention measures. Enhancements in Incident Response 
and Controls (IRC) also demonstrate a statistically significant (p < 0.001) positive effect, with a one-unit 
increase correlating with a 25.68% rise in the likelihood of achieving the highest EFPM category, emphasizing 
the crucial role of effective incident response and control practices. Additionally, a one-unit increase in 
Technology and Analytics (TEA) is associated with a statistically significant (p < 0.001) increase of 
approximately 25.46% in the probability of the highest EFPM category, underscoring the significant contribution 
of leveraging technology and analytics for optimal fraud detection. Finally, enhancing Training and Awareness 
(TRA) programs by one unit leads to a statistically significant (p < 0.001) increase of about 20.64% in the 
likelihood of attaining the highest EFPM category, highlighting the pivotal role of employee training and 
awareness in cultivating a culture of fraud prevention within organizations. These findings collectively 
emphasize the significant positive impact of strengthening various enterprise fraud risk management practices on 
achieving the highest effective fraud prevention measures. 

Table 5. Marginal effects after ologit y = Pr(EFPM==5), predict(outcome(5)) 

Variables dy/dx 
Delta-method 

Std. Err. 
z P>|z| [95% Conf. Interval] 

CMP 0.276 0.049 5.59 0.00 0.179 0.373 

RMG 0.255 0.054 4.68 0.000 0.148 0.362 

IRC 0.257 0.048 5.32 0.000 0.162 0.351 

TEA 0.255 0.037 6.90 0.00 0.182 0.327 

TRA 0.206 0.041 5.09 0.00 0.127 0.286 
Source: Primary data analysis output from STATA (2024) 

 

Table 6 shows counterintuitive yet informative results concerning the impact of enterprise fraud risk 
management practices on the probability distribution of Effective Fraud Prevention Measures (EFPM). While all 
independent variables exhibited statistically significant (p < 0.002) negative associations with the probability of 
being in category 4 (EFPM=4), this can be reinterpreted as a positive shift towards achieving higher 
effectiveness categories. 

A one-unit increase in Control Measures and Policies (CMP) leads to a decrease of approximately 6.07% in the 
probability of EFPM being in category 4. This suggests that implementing more robust CMPs effectively pushes 
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the organization towards achieving higher levels of EFPM (category 5). Similarly, a one-unit increase in Risk 
Management and Governance (RMG) practices is associated with a decrease of 5.61% in the probability of 
EFPM being in category 4. This finding indicates that stronger RMG frameworks catalyze transitioning towards 
even more effective fraud prevention measures (category 5). 

Strengthening Incident Response and Controls (IRC) by one unit also yields a decrease of 5.65% in the 
probability of category 4 EFPM. This implies that effective IRC practices contribute to a positive shift towards 
achieving higher levels of fraud prevention effectiveness (Category 5). Likewise, a one-unit increase in 
Technology and Analytics (TEA) is linked to a decrease of 5.60% in the probability of category 4 EFPM. This 
finding highlights that leveraging technology and analytics for fraud detection is instrumental in propelling 
organizations toward achieving more effective fraud prevention measures (categories 5 or above). Finally, a 
statistically significant decrease (p < 0.002) of 4.54% in the probability of category 4 EFPM is observed with a 
one-unit increase in Training and Awareness (TRA) programs. This suggests that enhanced employee training 
and awareness programs contribute to a positive shift towards achieving higher effectiveness in fraud prevention 
(categories 5 or above). Similar results for marginal effects with outcomes 3, 2, and 1 are presented in 
appendixes 2, 3, and 4. 

Table 6. Marginal effects after ologit y = Pr (EFPM==4), predict (outcome (4))) 

Variables dy/dx 
Delta-method 

Std. Err. 
z P>|z| [95% Conf. Interval] 

CMP -0.061 0.018 -3.31 0.001 -0.097 -0.025 

RMG -0.056 0.017 -3.22 0.000 -0.090 -0.022 

IRC -0.056 0.016 -3.63 0.000 -0.087 -0.026 

TEA -0.056 0.015 -3.71 0.000 -0.086 -0.026 

TRA -0.045 0.015 -3.12 0.002 -0.074 -0.017 
Source: Primary data analysis output from STATA (2024) 

 

5. Conclusions 

In conclusion, this analysis delved into the impact of various banks' fraud risk management practices on the 
probability of attaining a high level of effective fraud prevention measures (EFPM). As initially hypothesized, 
the findings unveiled a statistically significant positive correlation between all examined practices and achieving 
a superior EFPM category. The result indicates that bolstering practices such as Risk Management and 
Governance (RMG), Control Measures and Policies (CMP), Incident Response and Controls (IRC), Technology 
and Analytics (TEA), and Training and Awareness (TRA) contributes to organizations' effectiveness in 
combating fraud. These results underscore the significance of adopting a comprehensive approach to fraud risk 
management to establish a resilient defense against fraudulent activities within organizational settings. 
Compelling bank fraud prevention and management studies offer a win-win situation for all stakeholders. Banks 
benefit from reduced losses, improved reputation, and a more secure environment. Law enforcement gains 
valuable insights for combating fraud, and customers enjoy increased financial security and peace of mind. 

While this research focuses on employee perceptions and utilizes a quantitative approach, a more generalized 
approach to bank fraud prevention should also consider the customer perspective. Future research could explore 
qualitative methods, such as interpretivism ontology and constructivist epistemology, to gain deeper insights into 
customer experiences and perceptions of fraud. 
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Appendix 1: Total Variance Explained 

Components 
Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings 

Total % of Variance Cumulative % Total % of Variance Cumulative % 
TRA 7.652 31.884 31.884 3.337 13.906 13.906 
TEA 2.240 9.332 41.216 3.182 13.257 27.163 
CMP 1.960 8.167 49.383 3.106 12.943 10.106 
IRC 1.799 7.497 56.879 3.089 12.869 52.975 
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RMG 1.691 7.047 63.926 2.628 10.951 63.926 
Extraction Method: Principal Component Analysis. 

Source: Primary data analysis output from SPSS (2024) 
 
Appendix 2: Marginal effects after ologit y = Pr(EFPM==3), predict(outcome(3)) 

Variables dy/dx 
Delta-method 

Std. Err. 
z P>|z| [95% Conf. Interval] 

CMP -0.166 0.030 -5.58 0.000 -0.224 -0.107 
RMG -0.153 0.033 -4.58 0.000 -0.218 -0.088 
IRC -0.154 0.032 -4.88 0.000 -0.216 -0.092 
TEA -0.153 0.022 -6.86 0.000 -0.193 -0.109 
TRA -0.124 0.023 -5.30 0.000 -0.170 -0.078 

Source: Primary data analysis output from STATA (2024) 

 

Appendix 3: Marginal effects after ologit y = Pr(EFPM==2), predict(outcome(2)) 

 

 

 

 

 

 

 

Source: Primary data analysis output from STATA (2024) 

 

Appendix A4: Marginal effects after ologit y = Pr(EFPM==1), predict(outcome(1)) 

Variables dy/dx 
Delta-method 

Std. Err. 
z P>|z| [95% Conf. Interval] 

CMP -0.011 0.004 --2.56 0.000 -0.020 -0.0026 

RMG -0.010 0.004 -2.41 0.016 -0.019 -0.0019 

IRC -0.010 0.004 -2.56 0.011 -0.018 -0.0024 

TEA -0.010 0.004 -2.73 0.006 -0.018 -0.0029 

TRA -0.008 0.003 -2.56 0.010 -0.015 -0.0020 
 

Source: Primary data analysis output from STATA (2024) 

 

Variables dy/dx 
Delta-method 

Std. Err. 
z P>|z| [95% Conf. Interval] 

CMP -0.039 0.009 -4.18 0.000 -0.057 -0.0205 

RMG -0.037 0.010 -3.64 0.000 -0.055 -0.0164 

IRC -0.036 0.009 -3.98 0.000 -0.054 -0.0182 

TEA -0.036 0.009 -4.09 0.000 -0.053 -0.1845 

TRA -0.028 0.008 -3.75 0.000 -0.044 -0.014 


