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Abstract

A wireless sensor network with a large numbermf Sensor nodes can be used as an effective toghfbering
data in various situations. One of the major issnesireless sensor networks is developing an grefficient
routing protocol which has a significant impacttbe overall lifetime of the sensor network. In tpeper, we
propose a novel hierarchical with static clusteniagting protocol called Energy-Efficient Protossith Static
Clustering (EEPSC). EEPSC, partitions the netwaith istatic clusters, eliminates the overhead ofadyin
clustering and utilizes temporary-cluster-headslisiribute the energy load among high power sensaies;
thus extends network lifetime. We have conductetlkition-based evaluations to compare the perfocemah
EEPSC against Low-Energy Adaptive Clustering Higngr(LEACH). Our experiment results show that EEPSC
outperforms LEACH in terms of network lifetime apdwer consumption minimization.

Keywords: Clustering methods, energy efficiency, routing pool, wireless sensor networks

. INTRODUCTION:-

Wireless sensor network is a collection of sensmes interconnected by wireless communication oblann
Each sensor node is a small device that can colleth from its surrounding area, carry out simple
computations, and communicate with other sensoraithr the base station (BS). Such networks haven bee
realized due to recent advances in micro electrban@cal systems and are expected to be widely fered
applications such as environment monitoring, hoewisty, and earthquake warning. Despite the itdiscopes

of wireless sensor networks, they are limited l®/ rtiode battery lifetime. Once they are deployed nistwork
can keep operating while the battery power is agegurhis is critical point to be considered as iblmost
impossible to replace the node battery once dedloyer an inaccessible area. Such constraints cmdbivith

a typical deployment of large number of sensor spdeave posed many challenges to the design and
management of

Sensor networks and necessitate energy-awarenedislafers of networking protocol stack In thisppa we
assume a sensor network model, similar to those insevith the following properties:

« All sensor nodes are immobile and homogeneous avitmited stored energy.

» The nodes are equipped with power control cajtigsilto vary their transmitted power.

* None of the nodes know their location in the ratw

« Each node senses the environment at a fixecarat@lways has data to send to the base station.

* Base station is fixed and not located betweesmemodes.

In this paper, we propose EEPSC (Energy-Efficierdtdtol with Static Clustering), a hierarchical tita
clustering based protocol, which eliminates therbbgad of dynamic clustering and engages high peemsor
nodes for power consuming tasks and as a resutings the network lifetime. In each cluster, EER®@0ses
the sensor node with maximum energy as the climgad- (CH); thus, not only there is always one CHefach
cluster, but also the overhead of dynamic clusgeismemoved. EEPSC is a modified version of the{Energy
Adaptive Clustering Hierarchy (LEACH) protocol peesed in LEACH uses the paradigm of data fusion to
reduce the amount of data transmitted between sewstes and the base station. Data fusion comlninesor
more data packets from different sensors in a@tustproduce a single packet. It selects a snoaiiber of CHs
by a random scheme which collects and fuses dama $ensor nodes and transmits the result to the diaton.
LEACH uses randomization to rotate the CHs andeaels a factor of 8 improvement compared to thectire
approach before the first node dies The main diffee between EEPSC and LEACH are described below:

* EEPSC benefits a new idea of using temporary-@ht$ utilizes a new setup and responsible nodetisgiec
phase.

« EEPSC utilizes static clustering scheme, theesfdiminates the overhead of dynamic clustering.

The rest of the paper is organized as follows.i8edt describes the proposed method.
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2. EEPSC PROTOCOL ARCHITECTURE
EEPSC is a self-organizing, static clustering méttimat forms clusters only once during the netwackon.
The operation of EEPSC is broken up into roundsrelteach round consists set-up phase, respongidie n
selection phase and steady-state phase.
In the following sub-sections we discuss each e$¢hphases in details.

A. Setup Phase
According to the static clustering scheme whichised in EEPSC, cluster formation is performed amige at
the beginning of network operation. For this airasd® station broadcasts k-1 different messagesdiffdrent
transmission powers, which k is the desired nundfeslusters (specified a priori). By broadcastitg k=1
message all the sensor nodes which hear this netaagin the radio range of this message) set thester 1D
to k and inform the base station that they are negrolb the cluster k via transmitting a join requasessage
(Join-REQ) back to the base station. Similarly,bbpgadcasting the k=k-1 message, all the sensorsnatiech
are not joined to any clusters yet and hear thissange set their cluster ID to k-1 and inform basgom with a
Join-REQ message. Later, all sensor nodes whicheair¢oined to any clusters set their cluster IDktand
inform base station.
Fig. 1 shows how the network area is divided lkatd clusters with broadcasting k-1=3 different naggs from
base station. Fig. 1 Network area is divided intolusters with broadcasting 3 different messagesifbase
station. These messages are small messages cogtaiode’s |ds and a header that distinguishes thsm
announcement messages. Like LEACH, in order to aedine probability of collision among joint-REQ
messages during the setup phase, CSMA (CarrieeQéubkiple Access) is utilized as the MAC layer fareol
Afterward, the base station selects randomly omgptgary-CH for each cluster and advertises theles to the
whole network. In addition, base station (basedhennumber of each cluster) sets up a TDMA (timastbn
multiple-access) schedule and transmits this sdbeduthe nodes in each cluster. Once the TDMA dalgeis
known by all nodes in the cluster, the set-up plesemplete and the next phase can begin.

B. Responsible Node Selection Phase
After the clusters are established, network sitstaormal operation and responsible nodes (temp®& and
CH) selection phase begins. At the beginning oheaand, every node sends its energy level toghworary-
CH in it's time slot. Afterward, temporary-CH ch@oshe sensor node with utmost energy level as GH fo
current round to collect the data of sensor nodi¢isad cluster, perform local data aggregation, emehmunicate
with the base station; and the node with lowestgnkevel as temporary-CH for next round and semdsund-
start packet including the new responsible senBar for the current round. This packet also indisattee
beginning of round to other sensor nodes. Sinceyesensor node has a pre-specified time slot, dhgritpe
CHs has no effect on the schedule of the clusteragjon.

C. Steady-State Phase
The steady-state phase is broken into frames whaides send their data to the CH during pre-allactitee
slots. These data contain node ID and the meadwsensed parameter. We show in the next sectianthiea
total energy expended in the system is greatergusialti-hop routing than direct transmission to these
station; thus, we use direct transmission appreacting CH and base station. The duration of eaclirsighich
a node transmits data is constant, so the timend s frame of data depends on the number of nodé®
cluster. To reduce energy dissipation, the radieadh non-cluster head node is turned off untihitscated
transmission time, but the CHs must be awake teiveall the data from nodes in the cluster.

3.Theassumptionsfor the working scenarios are shown as following:

1. All sensors rarely move.

2. All sensors are homogeneous and energy restricte

3. Energy consumption is variable for differentdagmf sensors.

4. The base station is fixed with energy supply mcated outside the wireless sensor network.

5. Network stability is highly requested.

6. Once certain percent of the sensors fail, theviveless sensor network fails.

In such scenarios, wireless sensor network muserdadown energy consumption of each sensor, diséribu
energy consumption equally throughout the sensaisaep high

stability of the whole network. The running stagé&ESCS can be divided into three

phases, centralist network clustering calculatitvage, cluster formation phase, and intra-clustbeduling
phase. The centralist network clustering calcufatibase and the

cluster formation phase, only run one time durimg network initialization. Once the network clusteformed,
the wireless sensor network enters the third preakmp

procedure, until the entire network fails. FiguréNetwork data transmission

First phase is centralist network clustering catiah.Because the data information is always agtdchith

31



Network and Complex Systems www.iiste.org
ISSN 2224-610X (Paper) ISSN 2225-0603 (Online) g
\Vol.3, No.7, 2013 IIS E

position information [5, 6], it is easy to employbase station that locates outside to calculateofitenal
network topology, which means how to divide theirenhetwork to several clusters. Also, the bas#osta
selects cluster head for each cluster. The clastdrtheir heads are decided only once and nevageblaThen,
the base station broadcasts the results to theewtativork. An example of clustering calculationutesis given
as Figure 1. In the example, the network is divittedl clusters.

Second phase is cluster formation phase. Basetheoibroadcast message from the base station, easbrse
selects to join the cluster whose center is theestdrom itself.

The cluster head answers for recording the posaiwh energy information of all sensors in the @ustThen,
cluster head will assign a sequence number, fromkdl (k means

the amount of sensors in the cluster), to eachoseinsthe cluster. The sequence number is usedafer
scheduling. The cluster head also records theablaienergy

information of each sensor. Before the descriptiérthe third phase, it must be made clear how tagcs
clustering protocols work. Figure 1 also illustsatn example of how to transmit data from sourosaeto the
base station in LESCS. The sensors in the uppecdefier cluster of Figure 1 transmit the datehtgirtgateway.
The gateway fuses the data and transmits the al#it@ tyateway of the adjacent cluster [7, 8, 9110, Through
such multi hops, the fused data can be finallysngitted to the base station.During the multi halpe,gateways
take charge of collecting data, fusing data andstratting data. Obviously, gateways consume enenggh
faster than other sensors. If a sensor is alwaydngeas gateway, it will fail much earlier tharhets. Such
phenomenon is called hotspot problem, which inhgreaxists in the static clustering protocols. Talve this,
LESCS carries out the third phase to assign gatelyagmically.The third phase is a loop proceduseiHoop
is a fixed time span, named time step or round,esamthat concept of LEACH. In each round, clubtad
assigns the most energy remained sensor as theayate
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O 0 o ©
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4.For example

Figure 2 shows the gateway assignment and datantiasion between two adjacent clusters, in soraad.o
The sensor of (C1, 3), serves as the gatewayusten

All data from sensors in cluster 1, will be tranted to (C1, 3). Then, (C1, 3) will fuse the dama &ransmit the
data to the gateway of cluster 2, (C2, 2). Obsertfire energy level shown in Figure 2, the sensoreikample,
Figure 2 shows the gateway assignment and datsntiasion between two adjacent clusters, in somed.olihe
sensor of (C1, 3), serves as the gateway of cldstédl data from sensors in cluster 1, will bensanitted to

(C1, 3). Then, (C1, 3) will fuse the data and traihghe data to the gateway of cluster 2, (C2@)serving the
energy level shown in Figure 2, the sensor For genigure 2 shows the gateway assignment and data
transmission between two adjacent clusters, in smuad. The sensor of (C1, 3), serves as the gatefva
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cluster 1. All data from sensors in cluster 1, w#l transmitted to (C1, 3). Then, (C1, 3) will fuke data and
transmit the data to the gateway of cluster 2, @20bserving the energy level shown in Figuréh2, sensor
(C1, 3) consumes energy faster than cluster hehdQ)Cand other sensors in the cluster, for exantp&esensor
of (C1,2). If no adaptation was performed, it's mws that (C1, 3) would fail faster than other seasFigure 3
shows the situation after a round. Now, (C1, 2)dsigned to serve as the gateway of cluster lirseas the
gateway, (C1, 2) also consume more energy tharr gemesors of cluster 1. However, the available ggnerf
(C1, 2) is almost equal to that of (C1, 3). Throwagsigning the gateway dynamically, the energy wompsion
of each sensor can be balanced.Such schedulinglisaibute the large energy consumption for servasg
gateway, to all sensors. It can solve the hotspablpm and lengthen the lifetime of the entire Veéss sensor
network. The detailed procedure of the gatewaygassént is following: First step, the cluster heaedicts the
available energy of each sensor in the clusternTtie cluster head selects the most energy rechaieesor as
the gateway, following the prediction. After thatuster head broadcasts the selection to all sensothe
cluster. If any sensor has more available energy tthe selected sensor, the cluster head will cotire
selection and the new one is assigned as the gat@tlerwise, the predicted most available eneemgsr will
be assigned as the gateway. It's also possiblettigatluster head itself is assigned as gatewayesoms,
because, the additional energy consumption forirsgms a cluster head can be marginally ignorechpeoing it
with the large energy consumption for serving &sgateway.
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5.Energy Analysisand Simulation

To analyze the energy consumption, assumptionsmaae about the radio characteristics, includinggne
consumption in the transmit and receive modes. unresearch, a simple model is assumed that thie rad
dissipates

Eelec = 50 nJ/bit to run the transmitter or receigigcuitry and fAamp = 100 pJ/bit/m2 for the tramis
amplifier [4]. Thus, it is calculated that, to teamit a k-bit message over a distance d, the ensvggumption
ETis

Et= Eelec X K+e amp X KA......ccocoueeeeereceeeeeeeeeennns (1
and to receive the message, the energy consunipilds
Er=EeleC X K .o (2)

It fs also assumed that there are three types sbsemvith different data send-out rates of 100@daind, 2000
bit/round and 3000 bit/round, named type 1, ty@n@ type 3 respectively. According to equationgddl (2), it
is calculated that, E1, E2 and E3, energy consumgtfor the three types in each round while notisgras
gateway, are

E1=50fEJ +100nI XT....orvvrrirrinninrinnscenneaes (3)
E2 =100fEJ + 200N ....cocviviiieiieieeeeee s (4)
E3 =150fEJ + 300N XU....ooovviieieeeececeeeee e (5)
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And E gateway, energy consumption while servingasway, is

E = m, X 50nJ +m, X100 pJ x D*

gareway

In the equations, d is the distance between sereusgateway inside cluster, D is the distance &etw
gateways in different clusters, m1 is the totahdatte inside each cluster and m2 is the total daaafter data
fusion and

transmitted to the base station through multi-hol.@0 sensors network is randomly generated for the
simulation. The locations of 100 sensors are ramglg@nerated ira square of 100 ~100m2, with 50 type 1
sensors (1000 bit/round), 30 type 2 sensors (2@@und) and 20 type 3 sensors (3000 bit/roundcHesensor
has the initial energy of 1.0 J.Two evaluation paeters are taken into account. The first one igdii@d when

the initial failure of sensor occurs .The second srthe average lifetime of sensors.

Simluation result with E=1.0J nodein a
square of 100 x 100 m2

T~
TN~

1 2 3 4 5 6 7 8 9 10

The simulation result for LESCS and LEACH, with Xriode in a square of 100x100 m2. X-axis is thadoaf
the simulation and y-axis is the number of the senghat keep active. Observing Figure 4, it's fbuhat
LESCS performs better than LEACH, not only on thigal failure of sensor, but also on the averafggiine of
sensors. The initial failure of sensor occurs matér than LEACH, and the final failure of sensocuars almost
the same round as LEACH. LESCS keeps the entisganktworking normally longer

than LEACH.

6. Energy and Simulation of Leach;-

d
Ery(k, d) E k) |
[ k bit packet I ] l k bit packet |
> Transmit | | 1y Amplifier :| Receive >
Electronics Electronics
E..*k B k7" E..*k

If 100 nodes of the LEACH are dissipates per roasithe number of cluster varies between 1 to 1@kisnost
energy efficient method when there are betweend35acluster in the 100-node network as predictethyothe
analysis.
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Fig. shows that LEACH is not as efficient as EEPSC

(LEACH-C delivers about 40% more data per unit gpethan LEACH). This is because the BS has global
knowledge of the location and energy of all thee®ith the network, so it can

produce better clusters that require less enenggdta transmission.

In addition, the BS formation algorithm ensured thare are clusters during each round of operafanthere
are only 100 nodes in the simulation, even thobghetxpected

number of clusters per round is in LEACH, each tbdoes not always have five clusters.

Energy distribution:- EEPCA shows the energy distiibpn across the boundary of the base station evtier
three vector coincidence occurs at the level ofdiséribution rounds.Inthe the distribution chamibes been
consider to convert the medium into energy tramsétion across the cluster.These energy system stiwvs
formation of the cluster from the equation (1). SThistribution curve shows the leading legend m ¢hergy
shows is the eeca forms the symbol in the cormendtion of the energy level simulation.

The energy distribution is seen from the plot chanthat EECA forwars in the surface plot level ttiet energy
conservation is greater in the base station ok#wire transformation of the consumption.The qdieueation
of the legend has been in the sector to show #tsilulition of the plot where the segment is Disttéul

EERPSC PLOT leach plot
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7.Expiereimental analysis plot

In these experiments, each node begins with orlyoRenergy and an unlimited amount of data to seritie
BS. Each node uses the probabilities in (3) tordete its cluster head status at the beginningacheround,
and each round lasts for 20 s.6 We tracked theatatéhich the data packets are transfered to ther@Sthe
amount of energy required to get the data to the\BBen the nodes use up their limited energy dutirey
course of the simulation, they can no longer tranenreceive data. For these simulations, enesgyonsumed
whenever a node transmits or receives data or mpesfdata aggregation. Using

spread-spectrum increases the number of bits tigesimthereby increasing the amount of energyiplided in
the electronics of the radio. We do not assumestatjc energy

dissipation nor do we assume energy is consumedgloarrier-sense operations; hence, the resutts de not
account for the potential energy benefits of ugilgvVA in LEACH

compared with CSMA in MTE.

8. Conclusion

When designing protocol architectures for wirelessrosensor networks, it is important to considher function
of the application, the need for ease of deployremd the

severe energy constraints of the nodes. Theserésaled us to design LEACH, a protocol architectuhere
computation is performed locally to reduce the amad transmitted

data, network configuration and operation is doemgi local control, and media access control (MAGY
routing protocols enable low-energy networking. iRissfrom our experiments show that EECA provides t
high performance needed under

the tight constraints of the wireless channel.
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