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Abstract 

The conventional Fisher linear classification technique to perform classification for two groups problem is 

strictly developed based on the within group sample mean vectors and within group sample variance covariance 

matrices. A comparable classification procedure that incorporate the within group probabilities is considered. 

The conventional procedure based on the Fisher’s technique assumed equality of the within group probabilities 

as such the computational procedure negate the within groups probabilities to solve classification problems. The 

new approach is a modification of the coefficient of the Fisher’s technique by applying the within group 

probability for the respective groups to solve classification problems.The classification performance of these 

techniques is investigated based on generated contaminated normal data set using homoscedastic and 

heteroscedastic variance covariance matrices for various sample sizes and dimensions. The comparative 

performance of these procedures are investigated by comparing the mean probabilities of correct classification 

based on the contaminated date set with the mean of the optimal probability computed from the uncontaminated 

data set. The comparative classification performance revealed that both techniques perform comparable. Though, 

the Monte Carlo simulation indicate that as the proportion of contamination increases, the probability base 

approach perform better for homoscedastic covariance matrices, on the other hand, the Fisher’s technique 

outperformed the probability base procedure for heteroscedastic covariance matrices. The comparative analysis 

indicate that the probability base approach performed comparable with the conventional procedure. The 

implication of this procedure indicate that classification problems can be solved by incorporating the respective 

within group probabilities to develop the classification model. 
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1. Introduction 

Conventionally, the linear classification problem for two groups is accomplished using the Fisher Linear 

Classification Analysis (FLCA). This procedure strictly depends on the within group sample mean vectors and 

the within group sample variance covariance matrices. The Fisher’s technique is based on the assumption of 

multivariate normal data set and the variance covariance matrices are homoscedastic. The sample mean vectors 

and sample covariance matrices are unstable because these parameters are susceptible or easily influenced by 

influential observations (Maronna et al.  2006; Munoz-Pichardo et al. 2011). Sajobi et al. (2012) proposed to 

robustify the sample mean vectors and the covariance matrices by replacing the maximum likelihood estimates 

by the maximum likelihood estimators computed based on coordinate wise trimming. Hubert et al. (2010) 

proposed permutation invariant technique called deterministic algorithm for the minimum covariance 

determinant procedure. This procedure uses permutation/deterministic method rather than the random subset to 

robustify the sample mean and covariance matrix. Bouveyron & Brunet (2012) proposed robust and flexible 

Fisher linear discriminant analysis based on probabilistic concept that “relax” the equal covariance assumption. 

This technique, basically does not incorporate the within group probabilities in computing the classification 

coefficient. 

This paper consider the modification of the Fisher’s technique by introducing the within group probabilities 

to the separation parameter w. The new procedure solve classification problems for two groups by incorporating 

the information the within group probabilities provides and to obtain maximum correct classification rate. This 

procedure adheres strictly to the homoscedastic assumption of the covariance matrices. The performance of these 

methods is investigated for contaminated normal data set, equal and unequal variance covariance matrices. 

The methodology section contains the Fisher linear classification analysis followed by the probability base 

classification technique. Simulation results are contained in results section followed by discussion and 

conclusions, respectively. 

 

2. Method 

The method section consists of the Fisher linear classification analysis and the Probability base classification 

technique. Both procedures are applied to perform classification for two groups problem.  
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2.1 Fisher Linear Classification Analysis (FLCA) 

It is observed that the two groups linear classification technique based on Fisher’s technique  assumed that the 

within group probability and misclassification cost are equal, as such its classification rule negate the 

probabilities for each group, that is: 
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As observed in the literature, the Fisher’s technique performs optimally if the data set is drawn from the 

multivariate normal distribution and if the variance covariance matrices are equal. When the classification 

coefficient is inconsistent, the misclassification rate tends to increase. The within group mean vector, variance 

covariance matrices and the pooled common covariance matrix are defined as follows: 
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Equations (3-5) are applied to develop Equations (1-2). Based on the equality assumptions in Equations (1-2), 

the Fisher’s procedure reduces to: 

 ξ ≥ ξ       (6) 

 

 ξ < ξ       (7) 

   

where, 1

1 2 pooled(x x )S x q x− ′ξ = − =  is the classification score and 
1 2((x x ) / 2)q′ξ = + is the cutoff point.  Equations (6-

7) defines the Fisher’s classification rule. Equation (6) implies that an observation in group one is allocated 

correctly to group one otherwise the observation is assigned to group two if  Equation (7) is satisfied, 

respectively.  

2.2 Probability Base Classification Technique (PCT) 

This section describe classification procedure that includes the within group probabilities to develop the 

classification coefficient. Based on Equation (3), the within group mean vectors difference for the two groups is 

obtained, say, 1 2d x x= − and the sum of the within group mean vectors is given as 
1 2d x x ,= +

)
respectively. To 

formulate the coefficient of the new procedure, the following are obtained: 
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Based on the definitions in Equation (8), the following is obtained: 

 iw e e pβ β= + +
2

/ε
     (9) 

where, Pi  = Ni/N is the within group probabilities, Ni is the sample size for each group, N is the total sample size 

for the two groups and 
2

i

i 1

p p ,
=

=∑ is the total probability. The classification model is given as: 
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The classification cutoff point is given as follows: 
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The classification rule is defined as: 

  z z<                    (12)

                  

in this regard, an observation is assigned to group one if Equation (12) is satisfied otherwise the observation is 

classified to group two if the following equation hold: 

 

 z z≥           (13) 

 

3. Result 

The Monte Carlo simulation is designed to investigate the comparative classification performance of the above 

techniques for unequal and equal variance covariance matrices based on contaminated normal data set. The 

contamination normal model used in this study for the respective groups is given as: 

  
p p p

2

d d d(1 )N (0,1) N ( , I )−ε + ε µ σ              (14) 

This model require that majority of the data set come from the normal distribution while the rest come from the 

contaminated distribution (Cont. Dist.). In each case, the data set is randomly reshuffled and divided into two 

categories; say training set (60%) and validation set (40%). To determine the performance of each procedure, the 

mean of the optimal probability (Opt.) is used as the performance benchmark. The comparative analyses are 

based on the comparison between the mean of the optimal probability computed from the uncontaminated normal 

data set and the mean probabilities of correct classification obtain from each technique.  In the respective figures, the 

straight line is the performance benchmark.  Figure 1 and Figure 2 show that the Fisher’s technique performed 

better than the probability based approach for increasing proportion of contamination for the unequal variance 

covariance matrices. Figure 3 revealed that the probability base approach performed better than the Fisher’s 

technique for the equal variance covariance matrices and performed comparable in Figure 4. The following results 

in Tables 1 and 2 reveal the performance of these technqiues for heteroscedastic matrices while Table 3 and 4 show the 

performance of both techniques for homoscedastic matrices. The best procedure appears in bold. The analysis reveals 

that the FLCA and the PCT techniques are comparable in all cases investigated. 

 
Figure 1.Effect of contamination on the mean probability of correct classification 
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     Table 1. Mean probability of correct classification and standard deviation (In Bracket), Optimal = 0.8340 

Con. Dist. 
iN  

p
d  ε  FLCA PCT OPT-

FLCA 

OPT-PCT 

( )2N 3,10 ?ε  
30 2 10 0.8314 

(0.0055) 
0.8338 

(0.0120) 

0.0026 0.0002 

( )2N 3,10 ?ε  
30 2 20 0.8072 

(0.0065) 

0.8026 

(0.0140) 

0.0268 0.0314 

( )2N 3,10 ?ε  
30 2 30 0.7425 

(0.0100) 

0.7393 

(0.0096) 

0.0915 0.0947 

FLCA: Fisher linear classification analysis 

PCT: Probability base classification technique 

OPT-FLCA: Difference between the mean of the optimal probability and the mean probability of FLCA 

OPT-PCT: Difference between the mean of the optimal probability and the mean probability of PCT 

 
Figure 2.Effect of contamination on the mean probability of correct classification 

 

   Table 2. Mean probability of correct classification and standard deviation (In Bracket), Optimal = 0.8749 
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0.0608 0.0752 
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(0.0070) 

0.1179 0.1488 

FLCA: Fisher linear classification analysis 

PCT: Probability base classification technique 

OPT-FLCA: Difference between the mean of the optimal probability and the mean probability of FLCA 

OPT-PCT: Difference between the mean of the optimal probability and the mean probability of PCT 
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  Figure 3 .Effect of contamination on the mean probability of correct classification 

 

Table 3. Mean probability of correct classification and standard deviation (In Bracket), Optimal = 0.9099 

Con. Dist. 
iN  

p
d  ε  FLCA PCT OPT-

FLCA 

OPT-PCT 

( )3N 2,9 ?ε  
30 3 10 0.8967 

(0.0106) 
0.9009 

(0.0063) 

0.0132 0.009 

( )3N 2,9 ?ε  
30 3 20 0.8774 
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( )3N 2,9 ?ε  
30 3 30 0.8392 
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FLCA: Fisher linear classification analysis 

PCT: Probability base classification technique 

OPT-FLCA: Difference between the mean of the optimal probability and the mean probability of FLCA 

OPT-PCT: Difference between the mean of the optimal probability and the mean probability of PCT 

 

 

10 12 14 16 18 20 22 24 26 28 30
0.83

0.84

0.85

0.86

0.87

0.88

0.89

0.9

0.91

(Proportion of contamination)

(M
e
a
n
 p

ro
b
a
b
ili

ti
e
s
 o

f 
c
o
rr

e
c
t 

c
la

s
s
if
ic

a
ti
o
n
)

 

 

Mean of the optimal probability

FLCA

PCT



Mathematical Theory and Modeling                                                                                                                                                  www.iiste.org 

ISSN 2224-5804 (Paper)    ISSN 2225-0522 (Online) 

Vol.3, No.12, 2013 

 

45 

 
  Figure 4 .Effect of contamination on the mean probability of correct classification 

 

Table 4. Mean probability of correct classification and standard deviation (In Bracket), Optimal = 0.9484 

Con. Dist. 
iN  

p
d  ε  FLCA PCT OPT-

FLCA 

OPT-PCT 

( )5N 4,16 牋ε  
100 5 10 0.9383 

(0.0085) 

0.9362 

(0.0074) 

0.0101 0.0122 

( )5N 4,16 牋ε  
100 5 20 0.8917 

(0.0072) 
0.8920 

(0.0012) 

0.0567 0.0564 

( )5N 4,16 牋ε  
100 5 30 0.8379 

(0.0042) 
0.8438 

(0.0024) 

0.1105 0.1046 

FLCA: Fisher linear classification analysis 

PCT: Probability base classification technique 

OPT-FLCA: Difference between the mean of the optimal probability and the mean probability of FLCA 

OPT-PCT: Difference between the mean of the optimal probability and the mean probability of PCT 

3.1 Discussion 

The conventional technique to solve classification problem based on the Fisher’s technique does not incorporate the 

within group probabilities to develop the Fisher’s classification coefficient, see Equations (1-2). A comparable 

classification technique that incorporate the within group probabilities to formulate the classification coefficient was 

proposed. The classification performance of these techniques was investigated by violating the homoscedastic and 

multivariate normality assumptions. The Monte Carlo simulations performed are based on the following controlled 

variables; the mean vector shift, variance shift, sample size and dimension, proportion of contamination. The 

comparative classification performace based on the figures and tables revealed that these techniques performed 

comparable. These techniques ultilize all the information glean from the data set. The probability base approach 

provide more information to the end user than the conventional technique. 

 

4. Conclusion 

A comparable classification technique based on probability concept for two groups problem was compared 

with the conventional Fisher linear classification procedure. The new technique based on the within group 

probabilities is suitable to perform classification for two groups problem where the probability of the 

respective groups are given. The comparative analyses revealed that both techniques performed comparable. 
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