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Abstract

In this paper, the development of One — Stage hbitgRational Runge — Kutta methods are considegdgu
Taylor and Binomial series expansion for the diremliution of general second order initial valuelpeons of
ordinary differential equations with constant stepgth. The basic properties of the developed nktlere
investigated and found to be consistent and comwvirg
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1. Introduction

Consider the numerical approximation first ordétiahvalue problems of the form,

y,= f(X,y), y(XO):yO’ a.S XSb (11)

A Runge-Kutta method is the most important family implicit and explicit iterative method of
approximation of initial value problems of ordinatifferential equations. So far many work and scégihnave
been developed for solving problem (1). The nunaésolution of (1.1) is.

Yo = Yo+ DA, Y, ) (1.2)

where

dxy,h)=§qls

=1

k = f| x+ha,y+hY pk |, r=1
A L

with constraints

& :zblj o =1(1)S

The derivative of suitable parametegs, b; andc; of higher order term involves a large amount of
tedious algebraic manipulations and functions eatédas which is both time consuming and error prdidyan
and Oreste (1992). The derivation of the Runge #aKmethods is extensively discussed by Lamberf 319
Butcher (1987), Fatunla (1987), According to Julyamd Oreste (1992) the minimum number of stages
necessary for an explicit method to attain oqgés still an open problem. Therefore so many neestes and
approximation formula have been derived this inekidhe work of Ababneht al. (2009a), Ababnelet al
(2009b) Faranak and Ismail (2010).

Since the stability function of the implicit Rung@Htta scheme is a rational function, Butcher (2003)
Hong (1982) first proposes rational form of Rungattl method (1.2), then Okunbor (1987) investigat@nal
form and derived the explicit rational Runge-Kigtheme:

(1.3)

yn + hzvvl Ki
yn+l = I:rl
l+ hynzvl Hi
i=1 (1.4)
where
k; = f(xn +cih, ¥, + h ¥ aiq; k]-), i=11)r (1.5)
and
H; = g(xn +dihzy + RYI_ bioqjH;), i = 1(Dr (1.6)
in which
9Cn ) = —2Z2f (i ) and  z,=— (1.7)

Yn
wherec; a;;, b;;, d; are arbitrary constants to be determined.
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d; = Xj=1bij, (1.8)

is imposed to ensure consistency of the method.

In view of these inadequacies of the explicit scbemind the superior region of absolute stabilispeisited with
implicit schemes, Ademuluyi and Babatola (2000)egate implicit rational Runge-Kutta and generates the
parameters so that the resulting numerical appratxim method shall be A-stable and will have lovata for
local truncation error. Since then many new rafidRange — Kutta schemes have been developed for the
solution of first order initial value problems af@und out to give better estimates. Among thesbaatare:
Ademuluyi and Babatola (2001), Odekunle (20@3ekunleet al. (2004), Bolarinwa (2005), Babato&t al.
(2007), Bolarinweet al. (2012) and Abhulimen and Uluko (2012) The schearesabsolutely stable, consistent
and convergent and was used to approximate a yafidirst order differential equations. Howevdretmethods
are presently receiving more attention as efficgattemes for the solutions of various types of tirder initial
value problems are considered.

2. Derivation of the Scheme
Consider the second order initial value problems
y"= f(X, y!y’)! y(xo):y01 y(xo):yo, aS XSb (21)

The generals — stage Runge-Kutta scheme for general second ordgal ivalue problems of ordinary
differential equations of the form (1) as defingdJain (1984) is

yn+1 = yn + M +2kar
r=l (2.2)
and

= 2.3)

where
2

h ] : U 1 . 1
K, = f(xn+ Ghy, +hay, +Zajkj.yn+32bjkj]v 1 =11)s
j=1 j=1

(2.4)
‘ 1 .
6 =28 =22 il
with = =
The rational form of (2.2) and (2.3) can be defiaed
Yo+ hy, + 2 WK,
— r=1
yn+l - s
1+ yl”]ZVI’HT
r=l (2.5)
1 S
Yn +HZWrKr
y;|+l = 1 Ir:i
1+*ynZV;Hr
h™= (2.6)
where
— h2 ! 2 ! 1 2 H—-
Ko =— f| x, +ghy, +hey, + > a Ky, +—=> B K; |, i =1Ds
2 = his @2.7)
h? A R .
H =—g x,+dhz +hdz +Y ayH,,z,+=> BH, |, i =1s
2 = hi= (2.8)

with constraints

C :izaij =%Zij:b,,-, izj(l)"

=
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d; :Zau’ :%ZIJ:'BU - :1(1)r

" (A)
in which
1
9ty 20, 2'n) = =23 f (Yo ¥'n) - and z,, = - (B)
The constraint equations are to ensure consistefidhe methodh is the step size and the parameters
a;j, bij, c;, d; a;;, B;j are constants called the parameters of the method.

Using Bobatola @l (2007), the following procedures are adapted.

i. Obtain the Taylor series expansion%f and H, about the point(xﬂ’y”’ y}]) and binomial series
expansion of right side of (2.1) and (2.2).
iv. Insert the Taylor series expansion into (2.1) &#)(respectively.

V. Compare the final expansion l6'f and H, about the poi Yoo Yo to the Taylor series expansion of

Yoaand Yo about(xn’y"’ yn) in the powers of.
Normally the numbers of parameters exceed the nuofleErjuations, these parameters are chosen toeensu
that (one or more of the following conditions aatisfied.
iv. Minimum bound of local truncation error exists.
V. The method has maximized interval of absolute btabi

Vi. Minimized computer storage facilities are utilized.
To derive a One — stage scheme, we set s = 1 atiegs (2.5), (2.6), (2.7) and (2.8) to have
y _ yn + hyn +W1K1
T
1+ yvH, (2.9)
and
yn +EV\/1K1
- h
Ynu U
1+— yn\/lHl
h (2.10)
where
h? , .1 )
k, = 7f (xn +ch,y, + hey', + a1 K,y + Eblll(l) ,i=1(1)s (2.11a)
and
h? 1
Hl = 79 (xn + dlh’Z‘n + hdlz,n + allHl,Z,n + Eﬁ11H1>,i = 1(1)5 (2.11b)
with constraints
1 1
€1 =011 = Ebll and dy =ag = 5511 (2.12)
wherecy, a4, b11, dq, @11, 11, W1, W'y, v, @andv’; are all constants to be determined.
Equation (2.9) can be written as
Yo = (yn + hyn + \N.Lkl)(l+ yﬂlel)_l (213)
Expanding the bracket and neglectiffjand higher orders gives
Yorr = (¥ *+ Dy + Wik, J1- yoviH,) (2.14)
Expanding (2.14) and re-arranging, gives
Yn+1 = Yn thy'n — (J’;%Vl + hYny,nvl)Hl + (wy — yov1Hywy) Ky (2.15)
Equation (2.10) can be written as
-1
Y1 =0t %W’1K1) (1 + %y,nvllHl) (2.16)
) 1 1
Vo= i+ i [ 1 v,
Expanding the binomial and re-arranging also gives
, ’ 1 1 2 4 1y 7
Yns1 =Yntow 1K1_(EY121171 T2V AWV 1K1>H1 (2.17)

Now, the Taylor’s series expansion Xﬂ’fl about X is given as
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) hzy " h3y nr h4-yiv
Yn+1 = Vn + hyn + 2'71 + 37 + 4!11 + .. (218)
and
hz " h3

y,n+1 = y’n + hy”n + -;7'1 + ;n + .. (219)
where

n = f(xn'y’n'Ynl) = fa ~N
m =fi+ ny + fnfyl =Afy
/v = fex + y nfyy + fzfylyl + Zylfnfyy’ + anfxyl + fyiAfn

(2.20)
= Azfn + fylAfn + fnfy >
Since A— —t y — -i- fn 3y (2.21)

Using the Taylor’s series of the function of thxeiables we have from
, 1
K =f+ (Clhfx + (hery'n + ap KD fn + Ebnfy/)

1 1
+ §<(C1h)2fxx + 2cih(hery'n + a11Ky) fey + 2¢1h (E bllKl)fxyl + (hery'n + a11K1)2fyy

J

) 1 1 2
+ 2(heyy'n + a11Ky) (E b11K1>fyyl + (Eb11K1) fylyl) +
Simplifying further and arranging the equation owers ofh gives,
[b11K1fy/ + a11b11K12fyy/] +2 [fn + a11K1fy + ¢1by1 K fryr + a1 K2 fyy + C13’nb11K1fyyr] +
? [lex + Clynfy + ClallKlfxy + ClallynKlfyy] + T [lexx +ci ynfxy + Cly nfyy] + O(hs) (222)
Equation (2.22) is implicit; one cannot proceedsigcessive substitution. Followingambert (1973)we can
assume that the solution fBfmay be express in the form
Kl = hAl + thl + h3(:1 + h4D1 + O(hs) (223)
Substituting equation (2.23) into (2.22) gives
h
K, = 3 [b11(hA1 + h*B; + h3C1)fyr + a;1bi1(hA; + hZBl)zfyyr]

2
+— [fn + ay; (hA; + h*By)f, + Clbll(hAl + h2By) fryr + %1 (hA1)*fyy

+ c1Ynb11(hA; + thl)fyyl] + [C1fx + ciynfy + cra11(hAfyy + Clallyn(hAl)fyy]
h4

+ (et + civnfey + cfy’%fyy] +0(h%) (224)
On equating powers @f from equation (2.22) and (2.23), gives

A1 =0, B; = lfm = l(C1fx + ciynfy + 1/2b11fnfyl) = %C1Afn , sincec; = %bn

- _(C Azfn + bllAfnfyl + allfnfy) (225)
SubstitutingAl,Bl, C; anleinto (2 23) gives.
fn ClAfn + (Clezfn + bllAfnfyl + allfnfy)

(2 26)

Similarly expanding,in Taylor's series aboul,, z,, z;,), from (2.11b), we have

h?
[ﬁnngzr + (1113111'11 9zl + = [gn + a1l 9, + dif11H1Gxz + a11H1 9zz + d12pf11H1 97

h3 4 ,
+ > [digx + d1Zr'zgz + diay 1 HiGyr + diay12pH1g55] + T [cfGsx + dF20 Gy, + diZ'59,,]
+ 0(h%) (2.27)

Equation (2.27) is also implicit which cannot begeed by successive substitution. Assuming a soluf the
equation is of the form

H, = hL, + h?M; + h®N; + h*R, + 0(h°) (2.28)
Substituting the values éf; in (2.28) into equation (2.27) and equating povedrs of the equation, we can get
the following after substitutions:
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1 1 1
L, =0, M, = Egn, Ny = §d1A9n and Ry = Z(d%Azgn + B118Gn Gz + @119n92)
(2.29

)
Substituting equation (2.29) into equation (2.28¢g
2 3 4

H = h?gn + leAgn + h? (d%Azgn + B1189n gz + 1190 92) (2.30)
Using equations (2.23) and (2.28) into equations5Rand (2.17) respectively gives
Yn+1 = Yo + hyn — 01 + Ry yav1) (R*My + h°N; + h*Ry)
+ [wy — yv,wy (R®My + h3Ny + h*R)](h?*B; + h3C, + h*D,)
Expanding the brackets and re-arranging in powkhsgives
Yn+1 = Y + hyn + K2 (Wi By — y5v, M) + h3 (w1 Gy — yZv Ny — Y yuvi My) + 0(R*) (2:31)
Also fory, ., gives

’ 12 1 12 2 3 4
Yn+1 = Yn +EW1(h B, + h°C; + h*Dy)

1 12,1 1 1l anl 2 3 4 2 3 4
Expanding the brackets and re-arrange in powehsgifes
Yn+1 = Yn + h(WiBy = y 305 M) + h?(wiCy — y'5va Ny — ypwivy BiMy)
+ h*(wiDy — Y 3vnRy — yaw vy By Ny — ypwivp € M) + 0(h*) (2.32)
Comparing the corresponding powershinf equations (2.31) and (2.32) with equations §4nd (2.19) we
obtain

1 1, 1
Ewlfn - Eynvlgn = Efn
1 1, 1 , 1
EwlwclAfn - EynzvldlAgn - Eynynvlgn = gAfn
1 ! 1 ! !
Ewlfn - Eynzvlgn = fn (233)
2.1

1, 1 1, 4, 4 1 1
EwlclAfn - Eyn vldlAgn - Eynwlvl n(zgn) = EAfn

(By using the equations in (2.25) and (2.29))
Since from equation (1.7)

_ fn _ fx _ In _ fn ro_ Yn
In = — 2 Ix = — 2 gz__2;+fy' gzl__2;+fyu Zn =~ 3

_Y-rzl ’ Yn
and (2.34)
Agn = gn + Zv,hgz + InGz ] ] ] ) ] ]
Using those equations into equation (2.33), wetlgefollowing simultaneous equations

Wl + 171 = 1 .
W1C1 + vldl = g (235)
wy +v; =2

wic; +vid; =1
Equation (2.35) has (4) equations with (6) unkngwthere will not be a unique solution for (2.35).
There will be a family of one-stage scheme of ofdar.
i. Choosing the parameters

1 2 1
w==, \,=—, ¢=a,=b;=0 W=0, v,=2 d=a,=7, B,=1 .
3 3 2 arbitrarily the
following scheme is obtain.
Y, + K,
- 3
yn+1 - 2
1+7ynHl
3 (2.36)
and
C__ Y
Yo = 2
1+5H,
h (2.37)
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where
2
Kl = 1:(Xn’yn' y'n)
2
_ h? 1 1,, 1 ,o1
=g (e gna g Shg et ;

y SInCBdl = all = Eﬁll
ii. Choosing the parameters

1 1 1 1
_ W1:V1:E- 01:311:51 dlzallzg, w=2,v=0,b;=1 /81125
From (2.35) setting
Then,
1
yn+hyn+7K1
_ 2
yn+1_ 1
l+7ynH1
2 (2.38)
and
I ) 2
Yoa =t K (2.39)
where .
h? 1 1 1 1
Ki=—f| x,+=hy, +=hy, +=K,y, +—K =a, ==
175 [Xn 5 Y 2hy 5 Y h 1],3inceq a, 2bll
and
h? 1 1 1 1
Hi=—g x,+=hz, +> g, +>H,Z +—H —q. =1
: 29( 6ot gHiat g 1) since T M= A

3. CONVERGENCE
A numerical method is said to be convergent ifrihenerical solution approaches the exact solut®on a
the step size tends to zero.
Convergent= limy o[y (Xp+1) = Y1l
In other words, if thaliscretiationerror atx, ., tends to zero & — oo, i.e if

ent1 = 1Y (Xn41) = Yn41l 2 0 asn — oo (3.1)
From equation (2.5),

Y +%va4 K,
y;]ﬂ :1+:i
1+7 ynZV: Hr
h™= (3.2)
while the exact solutiop’(x,,,,) seems to satisfy the equation of the form
vx)+ - S WK,
y X1) = 1 r:i +Tn+1
1+E y(xn)zV:Hr
r=1 (3.3)
WhereT,,, is a local truncation error.
Subtracting equation (3.3) from (3.2) gives
Vot WK Y)W,
Yoa=Y(a)z——2— - 4T,
1+7ynzvr'Hr 1+7y'(Xn)ZVr'Hr
h r=1 h r=1 (34)

Adopting equation (3.4) gives
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e [ [ e

en+l = rszl 1 s +Tn+1
@+ WZVH]@+hY ZWHJ
(3.5)
Expanding the brackets and re-arranging gives
o O] (S Som )|
eh+l = S
1oty Sun, 10t vl )zv,Hrj
r=1 r=1
This implies that
& +6 5 [(ZMKrZ\dHr }
en+1 = = 1 = s +Tn+l
h r=1 (3 6)
e{l+hlz(2 /K, erj
en+1 = 1 s = 1r:1 s +Tn+1
h r=1 h r=1 (37)
From equations (3.7), setting
A=P+%{ZMKZMHJ} &:F+%%ZWHJ C, P+ y(x ngi
r=1 r=1 r=1 r=1
and T, =T
Then
€ns1 = B:—’Cfnen +T (3.8)
LetB = maxB, >0, C = max(C, > 0andA = max4, < 0 then (3.8) becomes,
ent1 = Bicen +T
Set;;c =K < 1, then
eni1 < Ke, +T (3.9
If n =0, then from (3.9),
e, =Key+T

e, = Ke, +T = K%ey + KT + T by substituting the value ef

63 ZK62+T=K360+K2T+T
Continuing in this manner, we get the following

ens1 = K" eg + X120 K (3.10)
Since;;c = K < 1, then one can see thatras» 0, e,,.1 — 0. This proves that the scheme converges.
7. CONSISTENCY

A scheme is said to be consistent, if the diffeeeeguation of the computation formula exactly
approximates the differential equation it intenolstlve as the step size ends to zero. To prosguétion (2.5)
is consistent, subtragt, from both side of (2.5), then

s

Yo+ hy, + 2 WK,

Yoo " Yn = s = ~ Y
1+ ynZVrHr
< 4.1)

s s

' hy; +ZWrKr Yo~ yserHr
r=1 r=1

1+ ynZS:VrHr
r=1

yn+1 - yn =
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S

s
hy% +Z\NrKr - yrfzerr
r=1

yn+1_yn = s =L
1+ ynerHr
r=l 4.2)
but
h? I R
K, == f| x, +ghy, +hcy, +> &Ky, +=> b K,
2 j=1 h j=1
and

2

h - 18
H, =7g(xn+dh’2n+hdizn+_ ainj’Zn+FZlBinj]
j=1 j=1
Then (4.2) becomes
s 2 s s s 2 s s
y, + 3w i + Ghy, +hoy + S a K, Y 3B K, |-y Sy g x, + dhz, + hdZ +Sa,H 2+ S S A H,
o 2 j:11 j hj:1J i ) =t it h&< it

Your " Yn = s, p? s 1.8
1+ynzvr?g(xn +dhz +hdz +Z%vaz'n +ﬁzﬂuHi]
r=1 j=1 j=1

Dividing the above equation throughout Byand taking the limit adtends to zero on both sides gives

lim Yo "o =y

-0 h 4.3)

Again recall that from (2.6), subtractirpé‘ on both sides gives

Yot Y WK,
hi=

]

Yo = Yo = = ~Ya
1+7y;ZV;Hr
h™ "=
y 1 S ] 1 12’ S ]
yn+7ZV\/rKr YooY nZ‘,VrHr
] ro_ hr:]_ h r=1
yn+1_yn -

1+ 5y SV H,
h r=1
Simplify further gives
SYWK, -y LY VH,

h r=1 r=1

1+ Ty Y VH,
h r=1

Yosr = Yo =
(4.4)

Substituting the values & andH, (4.4) becomes

18 h? , s - 1 . s h? , s R
Ezl\l\/rKrgf[xn-'—qh’yn-'—hqyn +ZlaJKJ’yn +EZ;QJKJJ_HVZ"Z£V;Hr?g(Xn+qhzn+hqzn+Z;aleJ’Zn +EZ-1'8”HJ]

s 2 s s
1+iy;'zv:“—g[xn +dhz,+hdz, +3a, .2+ 34 Hj]
h r=1 2 j=1 h j=1
Dividing all through byh and taking the limit aB tends to zero on both sides gives

18 h? ; s P 1,8 h? ; s 1
szr’ K~ f[xn +Ghy, +hgy, +> a8 K}y, +52q KiJ_EyZnZV:Hr? G[Xn +qhz,+hdz, +>a;H;.z, +;Z£ﬂ- Hi]
=1 j=1 =1 =1 =1

r=1

y:1+1_yln = N 2 s .
1+1 %’Zwig(xn +dhz, +hdz, +Zaij ijz;] "'1218\1 Hj]
h= 2 = hJ=1
1 S l s 5 l , s l s
S rehy, +hey, + 2 a K v+ D K |-V g x+dhz +hdz, + > ayH .2+ > AH,
||n‘ yn+1_yn — 2 =1 h j=1 2 =1 h =1
h-o h

1+y'n';g(xn+qhzn+hqz'n+ia”Hj,4 +r11§“/3;jHjJ
j=1 j=1

but by definition
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fo =V (%0200 2)
hence the above equation becomes

lim Yna ~ Y =f

h-0 h n
Hence, the numerical method is consistent.
Conclusion

The new numerical schemes derived follows the tegtas of rational form of Runge — Kutta methodspased

by Hong (1982) which was adopted by Okunbor (1$8W) Ademiluyi and Babatola (2000) by using Taylod a
Binomial expansion in stages evaluation. The oobedition obtained in this research is up to fig énd the

stage is up to three (3). This is an improvementhenwork of earlier authors.

Due it convergence and consistency of the new sebgthe scheme will be of high accuracy for direct
numerical solution of general second order ordirhffigrential equations. The steps to the derivatibthe new
schemes are presented in the methodology whilarthlysis of the schemes proved to be consistentecgent.

The implementation of the schemes will be highkaghin the forthcoming paper.
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