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Abstract

In this paper, we propose a separate ratio-type estimator of finite population total. The procedure of sub-
sampling non-respondents suggested by Hansen and Hurwitz (1946) is considered. Asymptotic prop-
erties of the proposed estimator are studied under stratified random sampling. Study of the asymptotic
properties shows that the suggested estimator is unbiased and consistent. We recommend that simulation
study should be done to check for performance of the estimator.
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1 Introduction

In survey sampling, estimation of finite population total with or without auxiliary information under
complete data has been considered by several authors. Many authors have utilized some known pop-
ulation parameters of the auxiliary variable to suggest various ratio-type estimators. The suggested
estimators have, however, focused on estimation of population total using complete data. Thus, as a gap
to be filled, we focus on estimation of finite population total in this paper.

2 Non-Response in Sample Surveys

Non-response in sample surveys occurs when there is a failure to measure or to make observation on
some units in the selected sample (Cochran, 1977). Non-response divides study population into two
disjoint 'strata’, where the first stratum consist of population units for which measurements would be
obtained if the units are samples while the other stratum consist of population units for which measure-
ments would not be obtained (Cochran, 1977). Various methods of correcting non-response have been
extensively discussed in literature (Oyoo and Ouma, 2014). Such methods include imputation, resam-
pling, partial deletion, weight adjustment and Hansen and Hurwitz subsampling method. In this paper,
we use the Hansen and Hurwitz (1946) method since the method increases the weighted response rates
of non-responses while reducing sampling costs is sub-sampling (Cochran, 1977). We shall use X and
Y to denote the auxiliary variable and response variable respectively.
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3 Hansen-Hurwitz Method (1946)

In this method, we begin by determining a sample size required to attain desired level of precision. We
can let Ny and Ns be the respective number of population units in the responding and non-responding
'strata'with the corresponding sample sizes 71 and ny. Also, we let the respective proportion of response
and non-response groups be W, = % and Wy = %, with the corresponding sample and population
means as 7, Y1 and Ty, Yo. Hansen and Hurwitz (1946) suggested that from the ny non-respondents,
we draw a sub-sample of size m = 2, h > 1. We assume that the sub-sample has a complete data so
that the sample mean pair for the auxiliary variable and the study variable can be denoted as (Top,, Toyy, )-
However, in case of an auxiliary variable, the sub-sampled mean for the auxiliary variable can be denoted
as Tom. Using a single variable, Hansen and Hurwitz (1946) suggests an estimator for Y as

Yuu = wi¥; + w2l (D

Where w; = %1, wp = 22 and g +nz = n

The estimator given in Eq. (1) is unbiased for § = w1¥; + w2¥,, which is further unbiased for
1 n
7= v )
i=1

Furthermore, the estimator given in Eq. (2) is unbiased for Y. Therefore, based on the Hansen-Hurwitz
Method, the unbiased estimator for the finite population total is

Virg = N(w17y + w2lay,) 3)

The estimator given in (3) is obtained by applying the weight adjustment technique indirectly. Hansen
and Hurwitz (1946) method has been studied and applied by various studies such as studies by Rao
(1986), Walsh (1970), Reddy (1973), (1967) and Khoshnevisan et al (2007), who constructed a general
family of estimators for the population mean using known values of some population parameters as

aX
a(aZ +b) + (1 — a)(aX +b)

Vi =7 ¥ )

where a(# 0), b are either real numbers or functions of known parameters of the auxiliary variable.

This family of estimators was not, however, constructed under non-response. Under non-response,
Kumar (2012) utilized known population parameters to construct a general family of estimators of pop-
ulation mean as

= az*+b.,, ax+b
Y — —% = o _ ﬁ

Mz X
where a(# 0), b are either real numbers or functions of known parameters of the auxiliary variable and

(a, B) are suitable chosen constants. By varying the values of the constants, various estimators have
been constructed.

o)

Few studies such as studies by Saghir and Shabbir (2012), Chaudhary et al. (2013) and Singh and Malik
(2014) among others, have used Hansen-Hurwitz method under non-response to estimate finite popula-
tion mean using auxiliary variable. However, despite extensive application of Hansen-Hurwitz method,
most of these previously constructed ratio-type estimators have produced biased results. It is this gap
of constructing biased ratio-type estimators under non-response that this study fills by constructing an
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unbiased ratio-type estimator for finite population total in stratified random sampling scheme and using
the Hansen-Hurwitz method to take care of missing values.

The usual ratio estimator of finite population total Y7 in stratified random sampling using k strata is

k
Yy = ZNCTCYC,C =1,2,....k (6)

c=1

where N, Xc.7c = % are the population size, population mean of the auxiliary variable and the usual
ratio estimate respectively in stratum c

And Bias(Yr) in Eq. (6) is given by

Bias(Y7) ZN Y( ){CXC pCxCyc} )

Where C'x. and Cy . are the respective population coefficients of variation of X and Y in stratum ¢ and
pc is population correlation coefficient between X and Y X and Y in stratum c.

Under non-response, we use Hansen-Hurwitz method so that

k
Yr =Y NeriXec=1,2,...k ®)

c=1
where 7* is obtained using the 7 as expressed in Eq. (1) not as expressed in Eq. (6).

Cochran (1977) and Daroga and Chaudhary (2002) define an unbiased ratio-type of population mean
under simple random sampling scheme as

s = n(N-=-1)_
Y = —(y — 9
r +N(n—1)(y TZ) )
n Y, n n
where? =23 X g=L15S "y andz =1 1,
i=1"" i=1 i=1

In this paper, we use the expressions in Eqs. (1), (8) and (9) to construct a ratio-type estimator of finite
population total stratified random sampling.

4 Notations and Definition of Symbols

We shall let Y;; be the it" population unit in group j in stratum ¢, where i = 1,2,.... N,c = 1,2, ..., k
and 7 = 1,2 (such that j = 1— responding and j = 2— non-responding groups) Also, we shall let

the overall population total Y7 be Y7 = Z Z Z Yeoi; = Z Z Yrej = Z Y7, where Ng;j is the
c=1j=11i= c=1j5=1 c=1

population size in stratum ¢ in the j** group so that N, is the population size in stratum c¢ and that
k N(]

N = Z Ne =3, Z N¢; is the overall population size. Further, we shall have Y¢; = J Z Yeij as
c=1 c=1j=1

2 —
the population mean for the j** subgroup in stratum ¢, Y, = Nl Z N¢;Y . as the population mean for
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stratum c and Y = % > N.Y . as the overall population mean.
c=1

We shall also define the usual stratum population ratio as R, = % and the ¢ observation ratio in
v Nej o T
stratum c for j'h group as Ry = X”] and that R.; = Z X"—” so that R.; =

Yp, i -5
e . =
1=1 =1

and

czg

Z Re;j. For variances, we shall let S5, = 5 Zl(YCZ Y)? and S5, = v Z(XCZ - X.)?

=1
to be the respective adjusted population variances for Y and X in stratum c. For co- varlances we shall

use SXch N =1 ._1 Z( cij — ])(Y;:ij _?cj) and SRch v_1 Z( cij — )(Xcij _ch) to

denote population co vanances between X and Y and between R and X m stratum c for group j.

For sample statistics, we shall use the corresponding lower cases so that we shall have n.; as the sample
k
size in stratum c in the jth group so that n, = n¢1 + ne is the sample size in stratum cand n = > n,
c=1
is the overall population size , while m, is the sub-sample size from the non-responding n.s units. For
the totals and means, the corresponding lower cases for the sample shall be Yz, yte, Y and Yo, Yoo U

respectively. But under non-response, we shall define yc; as y4c1 = 71Y.q and Yse2 = Ne2Yeop, -

Similar expressions shall apply for the auxiliary variable X

- g Nej . Nej
The corresponding sample ratios shall be 7, = %‘, Teij = z”_]_, Tej = > z”_’_ Tej = n > x”’ and
c cij h ctj cj ! ct]
=1 1=1

2
Te = n% > rej. The corresponding sample variances and co-variances shall be expressed using lower
i=1

cases of the population variances and co-variances above.

S Proposed Estimator

Under non-response in the study variable and using the Hansen-Hurwitz Method, we suggest a ratio-type
estimator of finite population total, denoted by Yp, in stratified random sampling as

—1
Yp = Z Z[TC]XTCJ ) (th] - Tcyxtcy)] (10)
Ny

c=1 j=1

6 Derivation of the Proposed Estimator

Consider the two population groups of responding and non-responding population units with sizes Ny
and N, and that the corresponding population totals are Y1 and Y79 such that

Yp = Z Ype = Z Yrer + Yreo]

c=1

That is,
k

Yr =Y [Rea Xver + Beo Xreo] (11)
c=1
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In the subsequent steps we shall consider a particular stratum c (say) to do the derivations and proofs.

Under non-response, the usual ratio estimator for the finite population total in stratum c is given by
Yre =7 Xra + TeaX1e2

where 7.1 and 7.y are as previously defined.

But we know that, Bias(Yr.) = E(Yr.) — Yre, which can be expanded as,
Bias(Yre) = [X1a1 B(Ter) — Yrel] + [ X1 E(Te) — Yreo)

That is, Bias(Yp.) = Bias(Yre1) + Bias(Yre)

But under Simple Random Sampling Without Replacement (SRSWOR),

= = _ Ne—ne = - _ Nea—m.
Cov(Ze1,Ye1) = S Sxver » Cov(Team, Yeom) = HE, 255Xy e2
and
Nea—Me

_ No.—n _
Cov(Ter,Te1) = S5 Skxcl » Cov(Te, Team) = "¢ Spx o

where,

Nej _ _
But, SRch = ﬁ Z(Rcij — ch)(Xcij — ch), fOI'j = 1,2
i=1

Now, Sgx.; can further be expanded as follows,

Skxcj = ﬁ[jé 2 Xeij = NejReg X o) = 525 [Vres — Ry Xres)
That is,

Srxej = =1 Vrej — X1ej E(Rej)| = —ﬁBiGS(?ch)
Therefore,

Cov(Fe1,Te1) = —%ﬁ Ncil_lBias(}A/Tcl) so that,

Bias(}A’Tcl) = —%Cov(nhfd)

Thatis, Bias(Yre) = —"Ne Nl Ne ne g

which reduces to, Bz'as(}Achl) = —(Na — 1)Srxa-
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Therefore, the estimator of the Bias of }A/Tcl) is given by Bias(f/Td) = —(N¢g — 1)Sppe1, Where,
1 Nel 1 Nel
Sract = 71 2 (Teit — Tet)(Teit — Ter) = 77 (D Teit — Ne1Te1Tei]
i=1 i=1

which can further be expressed as,

Nel Nel

_ _1 Yeil o . = o7 ] = 1 o ¥ T
Srxcl = m[ ] zzl Lcil nclrclxcl] = -1 [1—21 Yeil nclrclxcl]

=

That is, Spgc1 = ﬁ[ytcl — Te1Tgen -
Thus, the Bias in ?Tcl reduces to,
Bias(Yre) = _%[ytcl — Te1Tet]
Now,

E[Yre — Bias(Yre1)] = Yre1, which implies that,

(Ncl — 1)

Yra = [Yra + (e = 1) [Yte1 — Tereer] (12)

Similarly, using the same procedure for non-responding group, we obtain

BZ'G/S(}/}TCQ) = —(nCQ - 1)57‘1‘02
so that, Bias(Ype) = — ((77:::11)) [Ytc2 — TeaTtca]

Assuming proportional allocation of sample sizes in the responding groups such that %11:—11 ~ J:Czj

and that there is a high response rate in the second sampling phase such that m., is so close to 7.2, then
we can write

BiaS(YTd) = _%[Qtd - F02‘737502]

So that,

(Nc2 - 1)

Yre = [?TCQ + (nc2 — 1) [thZ - 7702171502]] (13)

But we know that }A/ch = T¢j X1¢; so that using Eq. (10) and Eq. (13), we obtain,
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Yre = Z [rC]XTCj + H[%q ch%fcj]]

Summing over the entire population, we obtain

ko2
> _ Noj—1 _
Yr = Zl Zl[rchch + 2= Yiej = TejTies)] = Yp
c=1j=

Hence the derivation.

7 Asymptotic Properties of the Proposed Estimator

7.1 Unbiasedness

In this section, we shall show that Yp is an unbiased estimator of the population total Y. We first
consider the following lemma.

Lemma 7.1 The sample ratio mean for the j" group in stratum c, T¢j, is unbiased for the population
ratio mean for the j*" group in stratum c, RCJ

Proof. To prove the lemma, we need to show that E(T;j) = R;.

Nej

> Reij)

Now, E(T.;) = E(n—1]

3
&

Thatis, E(Tc;) =

Nej Yei
e ZX—

<.
||

which implies that,

Hence the proof.

O

Similarly, it can also be shown that the sample ratio mean in stratum c, 7. is unbiased for population
ratio mean in stratum ¢, R,

Theorem 7.1. The estimator Yp is unbiased estimator of the finite population total Y1 under the as-
sumption that the response in the second phase sample is such that m., is so close to nc

Proof. In this proof, we need to show that E(Yp) = Yr.
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ko2
That is, we need to show that E(Yp) = E[> > [Fej X7ej + M(ytcj — TejTcj)] = Yr
c=1j=1
Now, E(Yp) can be expanded as shown below

k
E(Yp) = [E(FaXre +TeaXre) +

c=1

Ncl_l Nc2

E —Te1Ttc1) +
T — 1 (ytcl cl tcl) Mo —

1
1 E(yte2 —TeaZie2)] (14)

But from Lemma 7.1, we have, E(To1 X7c1 +Te2 X7e2) = Re1 X1e1 + Rea Xreo 50 that E(Yp) becomes

: Ne —1 N —1
E(Yp) =Y _[(RaXre1 + ReaXre2) + ———E(yte1 —Terer) + —
nep — 1 Nez — 1

E(yte2 —Teatie2)] (15)

c=1

Now,

Ytcl — TelTtel =NelYel — MelTel Tel
Nc1

= E Yeil — NelTelTel

i=1

Ncl
Yeil _
p — il — NelTel el
i=1 cil
Nel

= (@eir = Ter) (Teir — Ter)
i1

which reduces to,

Ytcl — TelZtel = (ncl - 1)5rzcl (16)
Similarly,
Yte2 — Te2Tte2 = Ne2Yeo — Ne2Tc2Tc2
That is
me
Ycl — TelTtel = N2 Z E?/ci? — McT2T 2 a7
i=1 ¢

But assuming that m, is large and is close to n.o such that m. ~ ne, Ve = 1,2, ...k, then Eq. (17)
reduces to,

Ytel — TelTtel = (mc - 1)5m‘c2 (18)
Therefore, substituting Eq. (16) and Eq. (18) in Eq. (15) and assuming that m, = n.2, we obtain,

k

E(Yp) = Y [(RaXra + ReoXre2) + ((n°11 :ll))E(nd — 1)(Srge1) + ((]:f;:;;E(mc — 1)(srzc2)]
c=1
But for m¢ = ne, Ve = 1,2, ...k, E(Yp) simplifies to
k p— p—
E(YD) = Z[(RchTcl + RCQXTCQ) + (Ncl - 1)E(3m:cl) + (NCQ - 1)E(5m:c2)] (19)
c=1
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That is,
k

E(Yp) = Y _[(RaXrer + ReaXre2) + (Nt = 1)Spzer + (Nez — 1)Srae) (20)
c=1

But,

ch _ J— _ —
SXch = ﬁ ‘Z;(Xcij - ch)(}/;ij — ch) = ﬁ(Ych — chchch) so that Eq, (20) becomes
1=

E(YD) = Z [(RchTcl + RCQXTCQ) + (YTcl - Nclﬁclycl) + (YT62 - N62R02762)]

o
—_

That is,

E(Yp) = CXZ[YTd + Yreo| = é Yre=Yr

Hence the proof. O
7.2 Mean Squared Error (MSE)

By definition, MSE of the estimator Y, for the population total Y7 is obtained as follows,

MSE(Yp) = E[Yp — Yr)?,

which can be expressed as MSE(Yp) = E[Yp + E(Yp) — E(Yp) — Yr]?

Thatis, MSE(Yp) = E[Yp — E(Yp)]? + [E(Yp) — Yr]?, which reduces to,

MSE(Yp) = Var(Yp) + [Bias(Yp)]? 1)

But under the assumption that m. = n.2, Bias(Yp) = 0, so that Eq. (21) reduces to,
MSE(Yp) =Var(Yp) (22)

7.3 Variance of Yp

In this section, we show how variance of the suggested estimator is obtained. By definition, variance of
arandom variable X is obtained as Var(X) = F(X?) — [E(X)]? and we proceed as shown below;

Theorem 7.2. Under the assumption of a large sample size, variance of the suggested estimator Yp is
given as

k

ncl(“cl_l)_ 2Ncl_nc1 2 'nc2(Nc2_1)_ QNCQ_mc 9
Var(Yp) = Xre1— T St — T S
(Yp) ;[( T =) c1) N, kel (X1e2 (2 —1) 2m) N Rea)
(23)
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Proof. In this proof, we wish to show that Viar(Yp) is as given in Eq. (23). From Eq. (10), we recall
that,

-1
Z Z [Tc_] XTC] - (thJ TejTtc; )]
Ncj

c=1 j=1

which can be rearranged and expanded as,

k
c1 (Ne c c c1(Ne — c2(Ne —
YD = Z:l[(XTcl — Dl o) (1,,5 1 11)1)$cl)7’cl+(XTc2_—n (275 = 21) )x02m)rc2+ 175 1 11 . cl+ . 275 2 21 1)y02m]
c=

That is,
k
D =Y [AFe + By + C] (24)
c=1
where,

A = (XTcl — %xcl) B (XTC‘2 _ %xCQm) and C ncln(l]\l/vr'll 1)— + nr2751\2/v021 1)2702m

and A, B, C are all constants that depend only on sample and population sizes, totals and means.
But we know that for any two random variables X and Y and constants a, b and c,

Var(aX +bY +¢) = a*Var(X) + a®*Var(X) + 2abCov(X.Y)

so that from Eq. (24), we have;

k
Var(Yp) Z[AZVCW'(Tcl) + B*Var(Te) (25)
c=1

since Cov(T1,Te2) =0

Nej
But under SRSWOR, Var (71) = a5t 5% | and Var(Tey) = S25225% o, where 5%, = >
Rej)?

Therefore, substituting in Eq. (25), we obtain;
k
N —na 9 Neo —me
Var(Yp) = ) [A25 =62 B?—&£ __<g?2 (26)
( D) Cz:;[ N1 Noy Rel T MeNog Rc2]

Replacing the expressions for A and B in Eq. (26) we get,

k
V(IT'(YD) = Z [(XTcl _ nol(er I)Tcl)Z Nc1—nel S2
c=1

ne2(Nea—1) 2 Neg—me Q2
(ne1—1) ne1Ne1 ©Rel (XT02 - xCQm) " ) ]

(ne2—1) meNey = Rce2
Hence the proof. O

Therefore, the unbiased estimator of Var(Yp) becomes
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k
_ Ne1(Nei—1) = 2 Ny —ne 52 Nea(Nea—1) — 2 N, 2
Var(Yp) = Zl[(XTcl — tella g 2R 2 ) 4 (Xpey — 228 Mg, )2 Rae 2]
c=

Nel me
_ 1 e . .
Where s,.cl =T § (Tcu —7¢1)? and srcg T § 1(7”0,2 — Te2)” are the unbiased estimators of
1=

5%, and 5% , respectwely.

Corollary 1: For sufficiently large sample size, the unbiased estimator of we have

k

_o N1 — na Ne —m,
Var(Yp) = LY —= s 27
CL’/’( D) Cz:; Tey Nel Nc Srel +z ch chCZ 57"02] (27)

Proof. We have shown that

an(NCQ - 1)_

Tor )QNCQ — Me
(nCQ_l) czm

S
me Nc2 Rc2]

b ncl(Ncl - 1)_ 2Ncl — Nl 2
VCLT(YD) = Z[(XTcl_ (n L 1) -1701) e Nt SRcl+(XT02_
— c c1dVe

Now, for a sufficiently large sample size, we have (ncj -1~ nN¢; so that,

k
Var(Yp) = Zl[(XTcl — (Ne1 — 1)5_561)2%11]\{”11 72“cl + (XTCZ — (Ne2 — 1)jc2m)2_]ﬁiﬂgc Szcz
c=

That is,

k
Var(Yp) = Z [(XTe1 = NeaTer + Ter )2 52570 52 + (Xre2 — NeaTeom + Team)? e 52,4

But assuming that Z.; and Zo,, are close estimators of X .1 and X . respectively so that N Tep ~ X7e1
and NeaTeom ~ X7z , then Var(Yp) becomes,

n 1N¢1 meNeo

k
Var(Yp) = Zl[(XTcl X1e1 + T )2 Neaer g2 4 (X1eg — X1 + Teom)? N2xle 52 o],
c=

which reduces to,

k
_ 72 Ner—ner g2 Nea—me 2
VaT(YD) = Zl[xcl netNer Srcl +7 xc2m mLchc re2
c=
Hence the proof. O

We observe that MSE(Yp) or equivalently, Var(Yp) vanishes as the stratum sample sizes in the first
sampling and the second sampling phases increase.

7.4 Consistency

We define a sequence of point estimators of finite population total as {Y}}. The sequence of point esti-
mators {Y}5} is said to be weakly consistent for Y7 if Y} converges in probability to Y7 as the sample
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size becomes large (Cochran, 1977).

Theorem 7.3. For a large population, and consequently a large sample size, the unbiased ratio-type
estimator Yp is a consistent estimator of the finite population total Y

Proof. We shall use the Chebychev’s inequality to prove the consistency of Y in estimating Y7.

That is, we need to show that for every € > 0,

lim Pr{|lYp—-Yr|>¢e}=0 (28)
Nel,Me—+00
Now,
k
Var(Y}) 1 5 No — 11 5 N —me
PrilYp =Yy > el < —— D) :_§ 2 Zlc 2 2 2 29
r{| D Tl 6} — 82 52 021[x01 nclNcl S'I‘C]. + $c2m chc2 87’02] ( )

Taking limits as 7.1 — N¢1, me — ne2 and that n.g — Neo, the right hand side of Eq. (29) tends to zero.

Hence, Y}, N Y7, which is the condition for consistency. O

7.5 Confidence Interval for Population Total

Suppose in each stratum, the sample sizes for both phase I and phase II are large such that the sampled
units tend in distribution to normal distribution, then the confidence interval of Y7 is given by

Yp % Za+/Var(Yp) (30)

Where Za is the Z-normal variate to be chosen for given value of confidence co-efficient (1-9)

8 Efficiency Comparison

In this section, we compare the MSE of Y and the estimator in literature developed under non-response
and using SRSWOR scheme.

Theorem 8.1. The estimator Yp is more efficient than the usual ratio estimator constructed under non-
response using stratified random sampling if the variance .5’12% o is much smaller compared to S?dj, where

Nej _
82 = ﬁ za(nij — RcXi;)? and R. = %forc =1,2,..kandj=1,2
1=

Proof. We shall use the result of Rao (1986) about properties of the usual ratio estimator of population
mean under non-response using SRSWOR.
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Rao (1986) expressed the usual ratio estimator for population mean Y under non-response as

tr :—X—rX 31)

Where, 7" = w17y + waljyy,, T+ = w1 T + waTap, and r* = £

Rao (1986) expressed Bias and a large sample approximation to the MSE of ¢p as

1 — h—
By = %(ng — Sy) + Wg( —~ )(332 — Siy2) (32)
1-§) 22 (NW; — 1) (h—1)
My = n ° (NJ— 1) ng W2 n 532 33

ZIS

N N,
Where, 5% = A Zl(Yl — RX;)? and SZJ = Z(Ym RX;;)?and f =
1= =1

From Eq. (33), we have a large sample approximation to the Mean Square Error of }A’T as

2
-1 h—1
My (Yr) = f Z )de NQ( 7 )532 (34)
J=1
We can expand Eq. (34) as
> 1-f)N; -1 1-f)Na2—1 h—1
Mi(Pr) = N ff)J\;_1831+[N( ff)N2_1 Ny 1S5 (35)

But for large N, N1 and Ny suchthat N — 1 =~ N, N; — 1 =~ N; and N — 1 = Ns, then Eq. (35)
reduces to

My (V) — Nwml i [“;—”Ng A - Dis2, (36)

Further, using the assumption that m is large and tends close to ny such that h — 1, then Eq. (36)
becomes,

M, (Yr) = Q{Nﬁ% +NaS,} (37

Where 531 and S’d22 are the respective population variances in the responding and non-responding groups.

Under stratified random sampling, we can express Eq. (37) as

k

-~ N.—n
My(Yr) =" Cn C{N.S?% + NoS%) (38)
c=1 ¢

Now, for Yp, we have shown that M SE(Yp) = Var(Yp) and using the proof under Corollary 1, we
can express the population MSE af Yp as

k
2 Nep — 1, -
MSE(Yp) = Z[Xclu‘s}?%cl + X 812202] (39)
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For Y to be more efficient than Y7, we need to show that MSE(Yp) < M 1(1?T). Or equivalently, we
wish to find conditions under which efficiency of the proposed estimator is higher than that of the usual
ratio estimator in literature under stratified random sampling. Since both are constructed using stratified
random sampling, we shall only consider a particular stratum c, say.

From Eq. (38) and Eq. (39), we shall compare Noy L (Ne— ne)S?,, and X’ ol ]\{lcll e 52, for the respond-

1o, and X 2 Nﬂf ch S2 eo Tor the non-responding group.

ing group and ]X—f(Nc —ne)S?

C

Nea—me o, Nea—ne2

But for a large m, such that m. ~ n. then N Ty

. N 2 cj —Ne,
Therefore, in general, we compare #L (N, — nC)S and X > o #S Rej-

That is, we wish to show that

2 Nej — 1 52
c Rcj
J Nej N i J

N,
n](Nc ne)Sy; > X (40)

Clearly, from Eq. (40), the inequality holds if the stratum variance of the ratios for the 5% group, S}%Cj,
is much small compared to the stratum variance of the response variable for the j** group, Sfj.

Hence the proof.

9 Conclusion

We have adopted the Hansen-Hurwitz sub-sampling method to construct a ratio-type estimator under
non-response in the study variable in stratified random sampling scheme. From the asymptotic prop-
erties, we have observed that the proposed estimator is unbiased and consistent. From the efficiency
comparison, we observed that the proposed estimator is more efficient than the usual ratio estimator
constructed under non-response using stratified random sampling if the stratum variance of the ratios
for the 5" group, 52 Tc;» is much small compared to the stratum variance of the response variable for the
§™ group, Sfj. We recommend that further study on the proposed estimator should be done to inves-
tigate whether it is a best linear unbiased estimator (BLUE) among a class of unbiased estimators for
Yr. Also, an empirical and/or simulation study should be done on the proposed estimator to verify its
aforementioned properties.
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