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Abstract 

Sisodia el at (1981) proposed a modified ratio estimator of population mean when the information on the 

auxiliary is known. This estimator is biased but with less mean square error compared to the classical ratio 

estimator. However, the information on the auxiliary variable may not be available in all cases. In this paper, 

double sampling strategy has been suggested to obtain the information on the auxiliary variable and then the 

almost unbiased ratio estimator of population mean using coefficient of variation xĈ has been proposed.  To 

judge the merits of the proposed estimator over other estimators an empirical study is also carried out. 
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Introduction 

 Auxiliary information plays important role in improving the efficiencies of estimators 

of population parameters, as in ratio, product, regression and difference estimation 

procedures. In each instant the advance knowledge of the population mean, X  of the 

auxiliary variable x is required. In the past, a number modified ratio estimators were 

suggested with known values for the Co-efficient of variation, Co-efficient of Kurtosis, Co-

efficient of Skewness, Population Correlation Coefficient etc. Before discussing further about 

the modified estimators and the proposed estimator the notations to be used are described 

below:  

PopulationN   

sizeSamplen    

Y  Study variable 

X Auxiliary variable 

YX , Population means 

yx, Sample means  

yx SS , Population standard deviations 

yxCC Coefficient of variations 
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 Coefficient of correlation 

 

  










2

1

3

1
21 SNN

XXN
N

i

i

  Coefficient of skewness of the auxiliary variable  
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  Coefficient of kurtosis of the auxiliary variable 

 .B Bias of the estimator 

 .MSE  Mean square error of the estimator 

The classical Ratio estimator for population mean Y  of the study variable Y is defined as  

XRX
x

y
YCR

ˆˆ   where 
x

y

x

y
R ˆ                        (1.1) 

Assuming that population mean X  of the auxiliary x is known, Singh et al. (1993) defined a 

ratio type estimator using Coefficient of kurtosis together with its bias and mean square error 

as given below: 
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Yan et al. (2010) suggested a ratio type estimator using the coefficient of skewness together 

with its bias and mean square error as given below: 
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Using the population correlation between X and Y, Singh et al (2003) proposed another ratio 

type estimator for Y  together with its bias and mean square error as given below: 

http://www.iiste.org/


Mathematical Theory and Modeling                                                                                                                                                  www.iiste.org 

ISSN 2224-5804 (Paper)    ISSN 2225-0522 (Online) 

Vol.5, No.11, 2015 

 

3 



















x

X
yYST

ˆ   

   yxxST CCCY
Nn

YB  3

22

3

11ˆ 







  

   yxxyST CCCCY
Nn

YMSE  3

22

3

22 2
11ˆ 







  Where 

1

3






X

X
  (1.4) 

The problem of estimating population mean Y  of y when the population mean X  is known 

has been greatly dealt with in the literature.  However, in many practical situations when no 

information is available on the population mean X  in advance before starting the survey, we 

estimate Y  from a sample obtained through a two phase selection. Adopting simple random 

sampling without replacement (SRSWOR) a large preliminary sample of size n  is selected 

by SRSWOR from a population of 𝑁 units. Information on 𝑥 is obtained from all the n  units 

and used to estimate �̅� . A second subsample of size 𝑛 units  nn   is selected from the first 

phase sample units by SRSWOR. Information on both 𝑥  and 𝑦 are obtained from this second 

phase subsample. 

The double sampling ratio estimator of the population mean of 𝑦 is given by  

xRx
x

y
Ydr

 ˆ          

   yxxdr CCCY
Nn

YB 
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   yxxydr CCCCY
Nn

YMSE 2
11 222 







             (1.5) 

Where  
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 is the sample estimate of �̅� obtained from the first phase sample. 
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1
 are the sample estimates of �̅� and �̅� , respectively, 

obtained from the second phase sample. 

 

2. Proposed Almost Unbiased Ratio Estimator 

  Sisodia et al. (1981) proposed a modified ratio estimator for population mean Y    

using information on coefficient of variation of auxiliary variable xC as 
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Cx

CX
yŶ                 (2.1) 
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The estimator SŶ  requires the knowledge of X . When information is lacking, we define SŶ  in 

double sampling as 

 














X
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S
Cx

Cx
yŶ                  (2.2) 

 

To obtain the bias and mean square error of   d

SŶ  we write  

     100 1 and 1 ,1 eXxeXxeYy   such that 

      0110  eEeEeE  

  2

1

2

0 yCfeE  ,   2

21 xCfeE  ,   2

1

2

1 xCfeE   

  yxCCfeeE 110  ,   yxCCfeeE 210   and   2

211 xCfeeE   

Expressing (2.2) in terms of sei '  we have 

      1

110 111ˆ 
 teeteYY d

S                 (2.3) 

Now using the standard technique, we get bias and mean squared error of the proposed 

estimator  d

SŶ  up to the first degree of approximation are obtained as 

    yxx

d

s CCtCtfYYB  22

2

ˆ                  (2.4) 

     yxxyy

d

S CCCCfCfYYMSE 2ˆ 22

3

2

2

2                 (2.5) 

 

3. OPTIMUM ALLOCATION AND COMPARISON OF  d

SŶ  WITH SINGLE 

SAMPLING 

 

Considering the simple cost function, 

 ncncC 21   ; 21 cc                          (3.1) 

1c : is the cost per unit of obtaining information on the auxiliary variable from the first-phase 

sample. 

2c : is the cost per unit of measuring the study variable from the second-phase sample. Let 

assume infinite populations for x and y  

The MSE of  d

SŶ  in equation (2.5) can be written in this form 

     yxxyxxy

d

S CCtCtY
n

CCtCtCY
n

Y  2
1

2
1ˆ 2222222 


              (3.2) 

      CncncYVnnG d

S 
21

ˆ,,                  (3.4) 

Differentiate G with respect to nn ,  respectively and equate to zero, we have 

  02
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222
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cCCtCtY

nn

G
yxx                 (3.5) 
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Obtain the ratio of equations (3.5) and (3.6) we have, 
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Substitute equation (3.7) into the cost function and Optimum values of n  and n  become 
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Substitute the optimum values of n  and n  into the MSE of  d

SŶ  to obtain the optimum MES 

of   d

SŶ  as 

       yxxyxxy

d

S CCtCtcCCtCtCc
C

Y
YMSE  2ˆ 22

1

222

2

2

0                        (3.10) 

The optimum MSE for classical Ratio Estimator CRY       

   yxxyCR CCCCY
C

c
YMES 22222

0                           (3.11) 

3.2 Efficiency Comparison of  d

SŶ  

It is observed from (3.10) and (3.11) that the proposed estimator  d

SŶ  is more efficient than 

Classical ratio Estimator CRY if 
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4. Empirical study  

To analyze the performance of the proposed estimator in comparison to other estimators, one 

natural population data set is being considered. The population is taken from Murthy (1967) 

in page 228. The percent relative efficiencies (PREs) of  d

RŶ , SDŶ , YTŶ , SKŶ  , STŶ  and  d

SDŶ  with 

respect to CRŶ . The population constants obtained from the above data are given below: 
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Population: 

X= data on number of workers   

Y= Output for 80 factories in a region 

N= 80  50n  n = 20  2618.3X  8055.50Y   

2354.3xS   3569.18yS   9920.0xC  3542.0yC  

4320.02    0633.01    9793.0   

Table -4.1: Percent relative efficiencies of  d

RŶ , SDŶ , YTŶ , SKŶ  , STŶ  and  d

SDŶ  with respect to

CRŶ  

Estimator 
CRŶ   d

RŶ  SDŶ  
YTŶ  SKŶ  STŶ   d

SDŶ  

PRE 100 105.72 140.80 134.57 131.07 144.85 173.33 

 

Conclusion  

Table 4.1 exhibits that the proposed estimators  d

SDŶ  is more efficient than classical ratio 

estimator CRŶ , double sampling ratio estimator  d

RŶ   and modified ratio estimators SDŶ , YTŶ ,  

SKŶ , and  STŶ . 

Larger gain in efficiency is observed by using proposed estimator over other estimators. 

Therefore, proposed estimator  d

SDŶ  is alternative in situations where auxiliary variable is not 

known in advance.  
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