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Abstract 

Mixed Poisson distributions are very significant in modeling non-homogeneous populations; for instance in 

Actuarial applications for modeling total claims in insurance. However, the setback is in their use since the 

probability mass functions are difficult to evaluate, except for a few mixing distributions. One way of dealing 

with this problem is to express Mixed Poisson distributions in terms of recursive relations. 

In this paper, recursive relations of some mixed Poisson distributions are obtained by use of integration by parts 

technique. 
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1. Introduction 

The main difficulty with the use of mixed Poisson distributions is that, with the exception of a few mixing 

distributions, their probability mass functions are difficult to evaluate. Some of the ways of circumventing this 

problem is to express the mixed distributions in terms of expectation forms, special functions forms and 

recursive relations. 

In this paper, we are confining ourselves to the recursive relations using integration by parts technique. 

In the literature, we find that originally patterns of recursive relations in probabilities were devised; and the 

problem was to identify probability mass functions satisfying these patterns. This type of work was done by 

Katz(1965) and then later by Panjer(1981). 

Sundt and Jewel(1981) showed that the only distributions satisfying Panjer’s model were Poisson, Binomial and 

Negative Binomial distributions. These works motivated other researchers to come up with other patterns of 

recursive relations and identify corresponding probability distributions; [Schroter (1990), Sundt (1992), 

Hesselager (1994), Wang (1994)]. 

Further motivation led Willmot (1993) to obtain Mixed Poisson distributions in recursive forms. His approach is 

known as Willmot’s Approach. It is interesting to note that the recursive relations obtained by Willmot’s 

Approach can simply be obtained using integration by parts technique; which does not require any condition as 

that of Willmot’s Approach. This is the main motivation of this paper.  

Moments and probability generating functions can be obtained using the recursive formulae. 

This paper is organized as follows: two-parameter, three-parameter and four-parameter Beta mixing distributions 

have been considered in sections 2, 3 and 4 respectively. Gamma mixing distributions are in section 5; Pareto in 

section 6 and Inverse Gaussian distributions in section 7. Other mixing distributions are Confluent 

Hypergeometric and Half-Normal which are in section 8 followed by conclusion in section 9. 

 

2. Mixing with two-parameter Beta Distributions 

2.1 Beta I distribution  

𝑔(𝜆) =
𝜆𝛼−1(1 − λ)β−1

B(α, β)
;   0 < 𝜆 < 1 

 

(1) 

The Mixed Poisson distribution is thus given by; 

𝑓(𝑥) =
tx

x! B(α, β)
∫ e−λtλx+α−1(1 − λ)β−1dλ

1

0

 

Using integration by parts, let 
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𝑢 = e−λtλx+α−1  and dv = (1 − λ)β−1d𝜆 

Therefore the recursive relation is given by: 

 (𝑥 + 1)𝑥𝑓(𝑥 + 1) = (𝛽 + 𝑡 + 𝑥 + 𝛼 − 1)𝑥𝑓(𝑥) − 𝑡(𝑥 + 𝛼 − 1)𝑓(𝑥 − 1);   𝑥 = 0,1,2, …    (2) 

with f(-1)=0. 

 

2.2 Rectangular distribution 

 
𝑔(𝜆) =

1

b − a
 ; a < 𝜆 < 𝑏 

 

(3) 

Therefore, 

𝑓(𝑥) =
𝑡𝑥

𝑥! (𝑏 − 𝑎)
{∫ 𝑒−𝜆𝑡𝜆𝑥𝑑𝜆 − ∫ 𝑒−𝜆𝑡𝜆𝑥𝑑𝜆

𝑎

0

𝑏

0

} 

Let 𝑦 = 𝜆𝑡 ⇒  𝜆 =
𝑦

𝑡
  and  𝑑𝜆 =

𝑑𝑦

𝑡
 , then  

𝑓(𝑥) =
1

𝑡(𝑏 − 𝑎)𝑥!
{∫ 𝑒−𝑦𝑦𝑥𝑑𝑦 −

𝑏𝑡

0

∫ 𝑒−𝑦𝑦𝑥𝑑𝑦
𝑎𝑡

0

} 

          =
1

𝑡(𝑏 − 𝑎)𝑥!
{𝛾(𝑥 + 1, 𝑏𝑡) − 𝛾(𝑥 + 1, 𝑎𝑡)} 

where 

𝛾(𝑥, 𝑐) = ∫ 𝑦𝑥−1𝑒−𝑦𝑑𝑦
𝑐

0

 

is incomplete gamma. 

Consider 

𝛾(𝑥 + 1, 𝑏𝑡) = ∫ 𝑒−𝑦𝑦𝑥𝑑𝑦
𝑏𝑡

0

 

Let  𝑢 = 𝑦𝑥 and 𝑑𝑣 = 𝑒−𝑦𝑑𝑦; therefore the recursive relation is given by 

 
𝑓(𝑥 + 1) = 𝑓(𝑥) + {

𝑒−𝑎𝑡(𝑎𝑡)𝑥+1 − 𝑒−𝑏𝑡(𝑏𝑡)𝑥+1

𝑡(𝑏 − 𝑎)(𝑥 + 1)!
} ; 𝑥 = 0,1,2, … 

 

(4) 

with 

𝑓(0) =
𝑒−𝑎𝑡 − 𝑒−𝑏𝑡

𝑡(𝑏 − 𝑎)
 

 

2.3 Beta II distribution 

 
𝑔(𝜆) =

λα−1

B(α, β)(1 + λ)α+β
;  𝜆 > 0;  𝛼, 𝛽 > 0 

 

(5) 

Then 

𝑓(𝑥) =
tx

x! B(α, β)
∫ λx+α−1(1 + λ)−α−βe−λtdλ

∞

0

 

Let 𝑢 = 𝜆𝑥+𝛼−1𝑒−𝜆𝑡  and 𝑑𝑣 = (1 + 𝜆)−(𝛼+𝛽)dλ. Therefore the recursive relation of the mixed Poisson 

distribution is given by: 

 (𝑥 + 1)𝑥𝑓(𝑥 + 1) = (𝑥 − 𝛽 − 𝑡)𝑥𝑓(𝑥) + 𝑡(𝑥 + 𝛼 − 1)𝑓(𝑥 − 1); 𝑥 = 0,1,2, … (6) 

with 𝑓(−1) = 0. 
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3. Mixing with three-parameter Beta distributions 

3.1 Scaled Beta distribution 

 
𝑔(𝜆) =

λα−1(μ − λ)β−1

B(α, β)μα+β−1
; 0 ≤ 𝜆 ≤ 𝜇 

 

(7) 

Therefore, 

𝑓(𝑥) =
t𝑥

𝑥! 𝐵(𝛼, 𝛽)𝜇𝛼+𝛽−1
∫ λ𝑥+𝛼−1(μ − λ)β−1e−λtdλ

μ

0

 

Let  𝜆 = 𝜇𝑧 ⇒ 𝑑𝜆 = 𝜇𝑑𝑧  and  𝑧 =
𝜆

𝜇
 , therefore 

𝑓(𝑥) =
(𝜇𝑡)𝑥

𝑥! 𝐵(𝛼, 𝛽)
∫ 𝑧𝑥+𝛼−1(1 − 𝑧)𝛽−1𝑒−𝜇𝑡𝑧𝑑𝑧

1

0

 

Putting  𝑢 = 𝑒−𝜇𝑡𝑧𝑧𝑥+𝛼−1 and 𝑑𝑣 = (1 − 𝑧)𝛽−1𝑑𝑧 , the recursive relation is therefore given by 

 𝑥(𝑥 + 1)𝑓(𝑥 + 1) = (𝛽 + 𝜇𝑡 + 𝑥 + 𝛼 − 1)𝑥𝑓(𝑥) − (𝑥 + 𝛼 − 1)(𝜇𝑡)𝑓(𝑥 − 1); 𝑥 = 0,1,2, … (8) 

with  𝑓(−1) = 0. 

 

3.2 Full Beta Model  

The probability density function (pdf) of a Full Beta model is given by: 

 
𝑔(𝜆) =

𝑏𝑝𝜆𝑝−1

𝐵(𝑝, 𝑞)(1 + 𝑏𝜆)𝑝+𝑞
;  𝜆 > 0; 𝑏, 𝑝, 𝑞 > 0 

 

(9) 

Therefore, 

𝑓(𝑥) =
𝑡𝑥𝘣𝑝

𝑥! 𝐵(𝑝, 𝑞)
∫ 𝜆𝑥+𝑝−1(1 + 𝑏𝜆)−(𝑝+𝑞)𝑒−𝜆𝑡𝑑𝜆

∞

0

 

Let  𝑧 = 𝑏𝜆; ⇒ 𝑑𝑧 = 𝑏𝑑𝜆  and 𝜆 =
𝑧

𝑏
 , then 

𝑓(𝑥) = (
𝑡

𝑏
)

𝑥 1

𝑥! 𝐵(𝑝, 𝑞)
∫ 𝑧𝑥+𝑝−1(1 + 𝑧)−(𝑝+𝑞)𝑒−

𝑡
𝑏

𝑧𝑑𝑧
∞

0

 

Put 𝑢 = 𝑧𝑥+𝑝−1𝑒−
𝑡

𝑏
𝑧 and 𝑣 = (1 + 𝑧)−(𝑝+𝑞)𝑑𝑧 ; the recursive relation is therefore given by: 

 𝑏2𝑥(𝑥 + 1)𝑓(𝑥 + 1) = [𝑏(𝑥 − 𝑞) − 𝑡]𝑏𝑥𝑓(𝑥) + 𝑏𝑡(𝑥 + 𝑝 − 1)𝑓(𝑥 − 1); 𝑥 = 0,1,2, … (10) 

with  𝑓(−1) = 0. 

 

4. Mixing with a four-parameter Beta distribution 

The pdf of a Transformed Beta distribution is given by: 

 
𝑔(𝜆) =

𝑐𝜇𝛼𝜆𝑐𝛽−1

𝐵(𝛼, 𝛽)(𝜇 + 𝜆𝑐)𝛼+𝛽
;  𝜆 > 0 

 

(11) 

Then, 

𝑓(𝑥) =
𝑐𝜇𝛼𝑡𝑥

𝐵(𝛼, 𝛽)𝑥!
∫ 𝜆𝑥+𝑐𝛽−1(𝜇 + 𝜆𝑐)−𝛼−𝛽𝑒−𝜆𝑡𝑑𝜆

∞

0

 

Let 𝑢 = λ𝑥−𝑐+cβe−λt  and 𝑣 = 𝑐𝜆𝑐−1(𝜇 + 𝜆𝑐)−𝛼−𝛽𝑑𝜆 ; therefore the recursive relation is given by: 

 

{∏(𝑥 − 𝑐 + 𝑖)

𝑐+1

𝑖=1

} 𝑓(𝑥 + 1) = (𝑥 − 𝑐𝛼) {∏(𝑥 − 𝑐 + 𝑖)

𝑐

𝑖=1

} 𝑓(𝑥) 

+𝑡𝑐(𝑥 − 𝑐 + 𝑐𝛽)𝜇𝑓(𝑥 − 𝑐) 
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−𝜇𝑡𝑐(𝑥 − 𝑐 + 1)𝑓(𝑥 − 𝑐 + 1)  

(12) 

   

for 𝑥 = 0,1,2, … 

 

5. Mixing with Gamma distributions 

5.1 Inverse Gamma distribution 

The pdf of an Inverse Gamma distribution is given by: 

 
𝑔(𝜆) =

βα

Γ(α)
e−

β
λλ−α−1;  𝜆 > 0;  𝛼, 𝛽 > 0 

 

(13) 

Then, 

𝑓(𝑥) =
𝛽𝛼𝑡𝑥

𝛤(𝛼)𝑥!
∫ 𝜆𝑥−𝛼−1𝑒

−(𝜆𝑡+
𝛽
𝜆

)
𝑑𝜆

∞

0

 

Put 𝑢 = 𝑒−(𝜆𝑡+
𝛽

𝜆
) and  𝑑𝑣 = 𝜆𝑥−𝛼−1𝑑𝜆 ; therefore the recursive relation is given by: 

 𝑥(𝑥 + 1)𝑓(𝑥 + 1) = (𝑥 − 𝛼)𝑥𝑓(𝑥) + 𝛽𝑡𝑓(𝑥 − 1); 𝑥 = 0,1,2, … (14) 

with 𝑓(−1) = 0. 

 

5.2 Shifted Gamma distribution 

The pdf of a Shifted Gamma distribution is given by: 

 
𝑔(𝜆) =

𝛽𝛼

𝛤(𝛼)
𝑒−𝛽(𝜆−𝜇)(𝜆 − 𝜇)𝛼−1;  𝜆 > 𝜇 > 0;  𝛼, 𝛽 > 0 

 

(15) 

Then; 

𝑓(𝑥) =
𝑡𝑥𝛽𝛼

𝑥! 𝛤(𝛼)
∫ 𝑒−𝜆𝑡𝜆𝑥𝑒−𝛽(𝜆−𝜇)

∞

𝜇

(𝜆 − 𝜇)𝛼−1𝑑𝜆 

Put 𝑧 = 𝜆 − 𝜇; ⇒ 𝑑𝑧 = 𝑑𝜆 and 𝜆 = 𝜇 + 𝑧; therefore 

𝑓(𝑥) =
𝑡𝑥𝛽𝛼

𝑥! 𝛤(𝛼)
∫ 𝑒−(𝜇+𝑧)𝑡

∞

0

(𝜇 + 𝑧)𝑥𝑒−𝛽𝑧𝑧𝛼−1𝑑𝑧 

Put 𝑧 = 𝜇𝑦; ⇒ 𝑑𝑧 = 𝜇𝑑𝑦; therefore, 

𝑓(𝑥) =
(𝜇𝑡)𝑥(𝜇𝛽)𝛼

𝑥! 𝛤(𝛼)
𝑒−𝜇𝑡 ∫ 𝑦𝛼−1(1 + 𝑦)𝑥𝑒−(𝑡+𝛽)𝜇𝑦𝑑𝑦

∞

0

 

Using integration by parts, let 𝑢 = (1 + 𝑦)𝑥𝑒−(𝑡+𝛽)𝜇𝑦 and 𝑑𝑣 = 𝑦𝛼−1𝑑𝑦; therefore the recursive relation is 

given by: 

 (𝑡 + 𝛽)(𝑥 + 1)𝑓(𝑥 + 1) = [𝑥 + 𝛼 + (𝑡 + 𝛽)𝜇]𝑡𝑓(𝑥) − 𝜇𝑡2𝑓(𝑥 − 1); 𝑥 = 0,1,2, … (16) 

with 𝑓(−1) = 0. 

 

5.3 Gamma Truncated from below 

The pdf of a Gamma distribution truncated from below is given by: 

 
𝑔(𝜆) =

𝛽𝛼𝑒−𝛽𝜆𝜆𝛼−1

{1 − 𝛾(𝛼, 𝛽𝜆0)}
; 𝜆 > 𝜆0 > 0;  𝛼, 𝛽 > 0 

 

(17) 

where 

𝛾(𝛼, 𝛽𝜆0) = ∫ 𝑒−𝑦𝑦𝛼−1𝑑𝑦
𝛽𝜆0

0
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Now, 

𝑓(𝑥) =
𝛽𝛼𝑡𝑥

𝑥! {1 − 𝛾(𝛼, 𝛽𝜆0)}
∫ 𝜆𝑥+𝛼−1𝑒−(𝑡+𝛽)𝜆𝑑𝜆

∞

𝜆0

 

Using integration by parts, let 𝑢 = 𝑒−(𝑡+𝛽)𝜆 and 𝑑𝑣 = 𝜆𝑥+𝛼−1𝑑𝜆; therefore the recursive relation is given by: 

 
(𝑡 + 𝛽)(𝑥 + 1)𝑓(𝑥 + 1) = 𝑡(𝑥 + 𝛼)𝑓(𝑥) + 𝑡𝑥+1𝑒−𝑡𝜆0𝑔(𝜆0)

𝜆0
𝑥+1

𝑥!
 

 

(18) 

 

5.4 Generalized Gamma distribution 

If the Generalized Gamma mixing distribution is given by: 

 
𝑔(𝜆) =

𝛼𝑚−𝛿𝑒−𝛼𝜆𝜆𝑚−1

𝛤𝛿(𝑚, 𝛼𝑛)(𝜆 + 𝑛)𝛿
;  𝜆 ≥ 0; 𝑚, 𝛼, 𝑛 > 0; 𝛿 ≥ 0 

 

(19) 

where 

𝛤𝛿(𝑚, 𝛼𝑛) = ∫
𝑦𝑚−1𝑒−𝑦

(𝑦 + 𝛼𝑛)𝛿

∞

0

𝑑𝑦 

then the integrand of the mixed distribution becomes 

𝑓(𝑥) =
𝑡𝑥𝛼𝑚−𝛿

𝑥! 𝛤𝛿(𝑚, 𝛼𝑛)
∫ 𝑒−(𝛼+𝑡)𝜆𝜆𝑥+𝑚−1(𝑛 + 𝜆)−𝛿𝑑𝜆

∞

0

 

Therefore 

𝑥! 𝑓(𝑥)𝛤𝛿(𝑚, 𝛼𝑛)

𝑡𝑥𝛼𝑚−𝛿
= ∫ 𝑒−(𝛼+𝑡)𝜆𝜆𝑥+𝑚−1(𝜆 + 𝑛)−𝛿𝑑𝜆

∞

0

 

Put 𝜆 = 𝑛𝑧 ⇒ 𝑑𝜆 = 𝑛𝑑𝑧; therefore 

 

𝑅𝐻𝑆 = ∫ 𝑒−(𝛼+𝑡)𝑛𝑧(𝑛𝑧)𝑥+𝑚−1𝑛−𝛿(1 + 𝑧)−𝛿𝑛𝑑𝑧
∞

0

 

= 𝑛𝑥+𝑚−𝛿 ∫ 𝑒−(𝛼+𝑡)𝑛𝑧𝑧𝑥+𝑚−1(1 + 𝑧)−𝛿𝑑𝑧
∞

0

 

Put 𝑢 = 𝑧𝑥+𝑚−1𝑒−(𝛼+𝑡)𝑛𝑧 and 𝑑𝑣 = (1 + 𝑧)−𝛿𝑑𝑧; therefore the recursive relation is given by: 

 (𝛼 + 𝑡)𝑥(𝑥 + 1)𝑓(𝑥 + 1) = [𝑥 + 𝑚 − 𝛿 − 𝑛(𝛼 + 𝑡)]𝑥(𝑛𝑡)𝑓(𝑥) 

+(𝑥 + 𝑚 − 1)(𝑛𝑡)2𝑓(𝑥 − 1) 

 

(20) 

as obtained by Ong (1995). 

 

5.5 Transformed (Generalized) Gamma distribution 

If the probability density function of a Transformed Gamma mixing distribution is given by; 

 
𝑔(𝜆) =

𝑐𝛽𝛼

𝛤(𝛼)
𝜆𝑐𝛼−1𝑒−𝛽𝜆𝑐

;  𝜆 > 0;  𝛼, 𝛽, 𝑐 > 0 
 

(21) 

then 

𝑓(𝑥) =
𝑐𝛽𝛼𝑡𝑥

𝛤(𝛼)𝑥!
∫ 𝜆𝑥+𝑐𝛼−1𝑒−𝜆𝑡−𝛽𝜆𝑐

𝑑𝜆
∞

0

 

Let 𝑢 = 𝑒−𝜆𝑡−𝛽𝜆𝑐
 and 𝑑𝑣 = 𝜆𝑥+𝑐𝛼−1𝑑𝜆; therefore the recursive relation is given by: 

 

(𝑥 + 𝑐𝛼)𝑓(𝑥) = (𝑥 + 1)𝑓(𝑥 + 1) +
𝑐𝛽

𝑡𝑐
{∏(𝑥 + 𝑖)

𝑐

𝑖=1

} 𝑓(𝑥 + 𝑐) 

 

(22) 
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6. Mixing with Pareto Distributions 

6.1 Pareto I distribution 

The pdf of Pareto I distribution is given by: 

 
𝑔(𝜆) =

𝛼𝛽𝛼

𝜆𝛼+1
; 𝜆 > 𝛽; 𝛼 > 0 

 

(23) 

Now, 

𝑓(𝑥) =
𝑡𝑥𝛼𝛽𝛼

𝑥!
∫ 𝑒−𝜆𝑡𝜆𝑥−𝛼−1𝑑𝜆

∞

𝛽

 

Let 𝑢 = 𝑒−𝜆𝑡 and 𝑑𝑣 = 𝜆𝑥−𝛼−1𝑑𝜆; therefore the recursive relation is given by: 

 
(𝑥 + 1)𝑓(𝑥 + 1) = (𝑥 − 𝛼)𝑓(𝑥) +

𝛼𝑡𝑥𝑒−𝛽𝑡𝛽𝛼

𝑥!
 

 

(24) 

 

6.2 Pareto II (Lomax) distribution 

The pdf of Lomax distribution is given by: 

 
𝑔(𝜆) =

𝛼𝛽𝛼

(𝜆 + 𝛽)𝛼+1
; 𝜆 > 0; 𝛽, 𝛼 > 0 

 

 

(25) 

Therefore, 

𝑓(𝑥) = 𝛼𝛽𝛼
𝑡𝑥

𝑥!
∫ 𝑒−𝜆𝑡𝜆𝑥(𝜆 + 𝛽)−𝛼−1𝑑𝜆

∞

0

 

Putting 𝑢 = 𝑒−𝜆𝑡𝜆𝑥 and 𝑑𝑣 = (𝜆 + 𝛽)−𝛼−1𝑑𝜆; the recursive relation becomes: 

 (𝑥 + 1)𝑓(𝑥 + 1) = (𝑥 + 𝛽𝑡 − 𝛼)𝑓(𝑥) + 𝑡𝛽𝑓(𝑥 − 1); 𝑥 = 0,1,2, … (26) 

with 𝑓(−1) = 0. 

 

6.3 Generalized Pareto distribution 

The pdf of a Generalized Pareto distribution is given by: 

 
𝑔(𝜆) =

𝜇𝛼𝜆𝛽−1

𝐵(𝛼, 𝛽)(𝜇 + 𝜆)𝛼+𝛽
; 𝜆 > 0; 𝛼, 𝛽, 𝜇 > 0 

 

(27) 

Therefore, 

𝑓(𝑥) =
𝜇𝛼𝑡𝑥

𝑥! 𝐵(𝛼, 𝛽)
∫ 𝑒−𝜆𝑡𝜆𝑥+𝛽−1(𝜆 + 𝜇)−𝛼−𝛽𝑑𝜆

∞

0

 

Put 𝑢 = 𝑒−𝜆𝑡𝜆𝑥+𝛽−1
 and 𝑑𝑣 = (𝜆 + 𝜇)−𝛼−𝛽𝑑𝜆; therefore the recursive relation is given by: 

 𝑥(𝑥 + 1)𝑓(𝑥 + 1) = (𝑥 − 𝛼 − 𝜇𝑡)𝑥𝑓(𝑥) + 𝑡𝜇(𝑥 + 𝛽 − 1)𝑓(𝑥 − 1); 𝑥 = 0,1,2, … (28) 

with 𝑓(−1) = 0. 

 

6.3 Another Generalized Pareto distribution 

 

𝑔(𝜆) =
1

𝑘
(1 −

𝑐

𝑘
𝜆)

1
𝑐

−1

; 𝜆 > 0 

 

(29) 

Case (i): When c<0 

Let 𝑐 = −𝑑 where 𝑑 > 0, therefore; 

𝑔(𝜆) =
1

𝑘
(1 +

𝑑

𝑘
𝜆)

−
1
𝑑

−1

; 𝜆 > 0 
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𝑓(𝑥) =
𝑡𝑥

𝑘𝑥!
∫ 𝑒−𝜆𝑡𝜆𝑥 (1 +

𝑑

𝑘
𝜆)

−
1
𝑑

−1

𝑑𝜆
∞

0

 

Put 𝑢 = 𝑒−𝜆𝑡𝜆𝑥 and 𝑑𝑣 = (1 +
𝑑

𝑘
𝜆)

−
1

𝑑
−1

𝑑𝜆; therefore the recursive relation is given by: 

 𝑐(𝑥 + 1)𝑓(𝑥 + 1) = (𝑐𝑥 + 𝑘𝑡 + 1)𝑓(𝑥) − 𝑡𝑘𝑓(𝑥 − 1); 𝑐 < 0; 𝑥 = 0,1,2, … (30) 

with 𝑓(−1) = 0. 

 

Case (ii): When c=0 

𝑔(𝜆) = 𝑙𝑖𝑚𝑐→∞

1

𝑘
(1 −

𝑐

𝑘
𝜆)

1
𝑐−1

 

=
1

𝑘
𝑒−

𝜆
𝑘;  𝜆 > 0 

which is an exponential distribution with mean k. 

The recursive relation is given by: 

𝑓(𝑥 + 1) =
𝑡𝑘

𝑘𝑡 + 1
𝑓(𝑥); 𝑥 = 0,1,2, … 

with 

𝑓(0) = ∫ 𝑒−𝜆𝑡
1

𝑘
(1 +

𝑑

𝑘
𝜆)

−
1
𝑑

−1

𝑑𝜆
∞

0

 

Case (iii): When c>0 

𝑔(𝜆) =
1

𝑘
(1 −

𝑐

𝑘
𝜆)

1
𝑐−1

; 0 < 𝜆 <
𝑘

𝑐
 

Therefore, 

𝑓(𝑥) =
𝑡𝑥

𝑘𝑥!
∫ 𝑒−𝜆𝑡𝜆𝑥 (1 −

𝑐

𝑘
𝜆)

1
𝑐−1

𝑑𝜆

𝑘
𝑐

0

 

Let 𝑢 = 𝑒−𝜆𝑡𝜆𝑥  and 𝑑𝑣 = (1 −
𝑐

𝑘
𝜆)

1

𝑐
−1

𝑑𝜆. Therefore the recursive relation is given by: 

 𝑐(𝑥 + 1)𝑓(𝑥 + 1) = (1 + 𝑡𝑘 + 𝑐𝑥)𝑓(𝑥) − 𝑡𝑘𝑓(𝑥 − 1); 𝑥 = 0,1,2, … (31) 

with 𝑓(−1) = 0. 

 

7. Mixing with Inverse Gaussian Distributions 

7.1 Inverse Gaussian distribution 

 

𝑔(𝜆) = (
𝜙

2𝜋𝜆3
)

1
2

𝑒
−

𝜙(𝜆−𝜇)2

2𝜆𝜇2 ; 𝜆 > 0 

 

(32) 

Therefore, 

𝑓(𝑥) = (
𝜙

2𝜋
)

1
2 𝑡𝑥

𝑥!
𝑒

𝜙
𝜇 ∫ 𝜆𝑥−

3
2𝑒

−(𝑡+
𝜙

2𝜇2)𝜆−
𝜙
2𝜆𝑑𝜆

∞

0

 

Put 𝑢 = 𝑒
−(𝑡+

𝜙

2𝜇2)𝜆−
𝜙

2𝜆 and 𝑑𝑣 = 𝜆𝑥−
3

2𝑑𝜆. Therefore the recursive formula is given by: 

 (2𝜇2𝑡 + 𝜙)𝑥(𝑥 + 1)𝑓(𝑥 + 1) = 𝜇2(2𝑥 − 1)𝑥𝑡𝑓(𝑥) + 𝜇2𝜙𝑡2𝑓(𝑥 − 1); 𝑥 = 0,1,2, … (33) 
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with 𝑓(−1) = 0. 

7.2 Reciprocal Inverse Gaussian distribution 

 

𝑔(𝜆) = (
𝜙

2𝜋𝜆
)

1
2

𝑒𝑥𝑝 {−
𝜙(1 − 𝜇𝜆)2

2𝜇2𝜆
} ; 𝜆 > 0 

 

(34) 

Therefore, 

𝑓(𝑥) = (
𝜙

2𝜋
)

1
2 𝑡𝑥

𝑥!
∫ 𝜆𝑥−

1
2𝑒𝑥𝑝

∞

0

{−𝜆𝑡 −
𝜙(1 − 𝜇𝜆)2

2𝜇2𝜆
} 𝑑𝜆 

Put 𝑢 = 𝑒𝑥𝑝 {−
𝜙

2𝜇2𝜆
−

(2𝑡+𝜙)𝜆

2
} and 𝑑𝑣 = 𝜆𝑥−

1

2𝑑𝜆; therefore the recursive relation becomes: 

 𝜇2(𝜙 + 2𝑡)𝑥(𝑥 + 1)𝑓(𝑥 + 1) = 𝑡𝜇2(2𝑥 + 1)𝑥𝑓(𝑥) + 𝜙𝑡2𝑓(𝑥 − 1); 𝑥 = 0,1,2, … (35) 

with 𝑓(−1) = 0 and 𝑓(0) = (
𝜙

𝜙+2𝑡
)

1

2
𝑒𝑥𝑝 [

𝜙

𝜇
(1 − √1 +

2𝑡

𝜙
)]. 

7.3 Generalized Inverse Gaussian distribution 

The pdf of a Generalized Inverse Gaussian distribution is given by: 

 

𝑔(𝜆) =
(

𝜓
𝜙)

𝑣
2

2𝐾𝑣(√𝜓𝜙)
𝜆𝑣−1𝑒𝑥𝑝 {−

1

2
(𝜓𝜆 +

𝜙

𝜆
)} ; 𝜆 > 0 

 

(36) 

where 

𝐾𝑣(𝑤) =
1

2
∫ 𝑦𝑣−1𝑒

−
𝑤
2

(𝑦+
1
𝑦

)
𝑑𝑦

∞

0

 

which is the modified Bessel function of the third kind. 

The parameters 𝜙, 𝜓 and v take values in one of the following ranges: 

i. 𝜙>0, 𝜓≥0 if v<0 

ii. 𝜙>0, 𝜓>0 if v=0 

iii. 𝜙≥0, 𝜓=0 if v>0 

Therefore, 

𝑓(𝑥) =
(

𝜓
𝜙

)
𝑣

𝑡𝑥

2𝐾𝑣(√𝜓𝜙)𝑥!
∫ 𝑒−𝜆𝑡𝜆𝑥+𝑣−1𝑒𝑥𝑝 {−

1

2
(𝜓𝜆 +

𝜙

𝜆
)} 𝑑𝜆

∞

0

 

Put 𝑢 = 𝑒𝑥𝑝 {−𝜆𝑡 −
1

2
(𝜓𝜆 +

𝜙

𝜆
)} and 𝑑𝑣 = 𝜆𝑥+𝑣−1𝑑𝜆. Therefore the recursive relation becomes: 

 (2𝑡 + 𝜓)𝑥(𝑥 + 1)𝑓(𝑥 + 1) = 2𝑡(𝑥 + 𝑣)𝑥𝑓(𝑥) + 𝜙𝑡2𝑓(𝑥 − 1); 𝑥 = 0,1,2, … (37) 

with 𝑓(−1) = 0. 

 

8. Other Distributions 

8.1 Confluent Hypergeometric mixing distribution 

The Confluent Hypergeometric distribution is given by: 

 
𝑔(𝜆) =

𝜆𝑎−1(1 + 𝜆)𝑐−𝑎−1𝑒−𝑘𝜆

𝛤(𝑎)𝜓(𝑎; 𝑐; 𝑘)
; 𝜆 > 0; −∞ < 𝑎 < ∞; −∞ < 𝑐 < ∞ 

 

(38) 

where 
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𝜓(𝑎; 𝑐; 𝑘) =
1

𝛤(𝑎)
∫ 𝑦𝑎−1(1 + 𝑦)𝑐−𝑎−1𝑒−𝑘𝑦𝑑𝑦

∞

0

 

𝑓(𝑥) = ∫
𝑒−𝜆𝑡(𝜆𝑡)𝑥

𝑥!

∞

0

𝜆𝑎−1(1 + 𝜆)𝑐−𝑎−1𝑒−𝑘𝜆

𝛤(𝑎)𝜓(𝑎; 𝑐; 𝑘)
𝑑𝜆 

Put 𝑢 = 𝜆𝑥+𝑎−1𝑒−(𝑘+𝑡)𝜆 and 𝑑𝑣 = (1 + 𝜆)𝑐−𝑎−1𝑑𝜆.. Therefore the recursive relation is given by: 

 (𝑘 + 𝑡)𝑥(𝑥 + 1)𝑓(𝑥 + 1) = (𝑐 + 𝑥 − 1 − 𝑘 − 𝑡)𝑥𝑡𝑓(𝑥) + (𝑥 + 𝑎 − 1)𝑡2𝑓(𝑥 − 1) (39) 

 

8.2 Half-Normal mixing distribution 

The pdf of Half Normal mixing distribution is given by: 

 
𝑔(𝜆) =

2

√2πσ2
e

−
(λ−μ)2

2σ2 ;  𝜆 > 0; −∞ < 𝜇 < ∞; 𝜎2 > 0 
 

(40) 

𝑓(𝑥) = ∫
𝑒−𝜆𝑡(𝜆𝑡)𝑥

𝑥!
.

∞

0

2

√2𝜋𝜎2
𝑒

−
(𝜆−𝜇)2

2𝜎2 𝑑𝜆 

Put 𝑢 = 𝑒
−𝜆𝑡−

(𝜆−𝜇)2

2𝜎2  and 𝑑𝑣 = 𝜆𝑥; therefore the recursive relation is given by: 

 (𝑥 + 2)𝑓(𝑥 + 2) = 𝑡2𝜎2𝑓(𝑥) − (𝑡𝜎2 − 𝜇)𝑡𝑓(𝑥 + 1); 𝑥 = 0,1,2, … (41) 

with 𝑓(−1) = 0. 

 

9. Conclusion 

The classical method of integration; Integration by Parts is used to obtain recursive relations in Mixed Poisson 

distributions which have been obtained by other methods. This technique is simple and straight forward provided 

the choice of u and dv in the integrand is done correctly to facilitate integration. 

Recursive relation is one of the useful computation method once the initial conditions are known. It has been 

applied in random sums of independent and identically distributed (iid) random variables; which is useful in 

calculating total aggregate claims in insurance. 

 

Acknowledgement 

The authors are grateful to the editor and referees for their useful suggestions and comments on the first draft of 

this paper. 

 

References 

Hesselager, O. (1994). “A Recursive Procedure for Calculation of Some Compound Distributions”, ASTIN 

Bulletin 24, 19-32. 

Katz, L. (1965). “Unified treatment of a broad class of discrete probability distributions”, In: Patil, G.P. (ed.) 

Classical and Contagious Discrete Distributions, pp. 175-182. Pergamon Press, Oxford 

Ong, S. H. (1995). “Computation of Probabilities of aGeneralized Log-series and Related Distributions”, 

Communication in Statistics - Theory and Methods, 24, 253-271. 

Panjer, H. (1981). “Recursive Evaluation of a Family of Compound Distributions”, ASTIN Bulletin, 18, 57-68. 

Panjer, H. & Willmot, G. E. (1982). “Recursions for compound distributions”, ASTIN Bulletin, 13, 1-11. 

Schroter, K. J. (1990) “On a Class of Counting distributions and recursions for related compound distributions”, 

Scandinavian Actuarial Journal, 161-175.  

Sundt, B. (1992). “On some Extensions of Panjer's class of distributions”, ASTIN Bulletin, 22, 61-80. 

Sundt, B. & Jewell (1981). “Further Results on Recursive Evaluation of Compound Distributions”, ASTIN 

Bulletin, 12, 27-39. 

Wang, S. (1994). “Recurrence equations and insurance risk computing”, PhD Dissertation, University of 

Waterloo. 

Willmot, G. E. (1993). “On recursive evaluation of mixed Poisson probabilities and related quantities”, 

Scandinavian Actuarial Journal, 2, 114-133. 

 

 

http://www.iiste.org/


The IISTE is a pioneer in the Open-Access hosting service and academic event management.  

The aim of the firm is Accelerating Global Knowledge Sharing. 

 

More information about the firm can be found on the homepage:  

http://www.iiste.org 

 

CALL FOR JOURNAL PAPERS 

There are more than 30 peer-reviewed academic journals hosted under the hosting platform.   

Prospective authors of journals can find the submission instruction on the following 

page: http://www.iiste.org/journals/  All the journals articles are available online to the 

readers all over the world without financial, legal, or technical barriers other than those 

inseparable from gaining access to the internet itself.  Paper version of the journals is also 

available upon request of readers and authors.  

 

MORE RESOURCES 

Book publication information: http://www.iiste.org/book/ 

Academic conference: http://www.iiste.org/conference/upcoming-conferences-call-for-paper/  

 

IISTE Knowledge Sharing Partners 

EBSCO, Index Copernicus, Ulrich's Periodicals Directory, JournalTOCS, PKP Open 

Archives Harvester, Bielefeld Academic Search Engine, Elektronische Zeitschriftenbibliothek 

EZB, Open J-Gate, OCLC WorldCat, Universe Digtial Library , NewJour, Google Scholar 

 

 

http://www.iiste.org/
http://www.iiste.org/journals/
http://www.iiste.org/book/
http://www.iiste.org/conference/upcoming-conferences-call-for-paper/

