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Abstract

Meteorological uncertainties affect crop yield potbusly during different stages of crop growingssms,
therefore several studies have been carried odbriecast crop yield using climatic parameters with
empirical statistical regression equations relatiegional yield with predictor variables. In thisdy an
attempt has been made to develop Crop Yield Fatiegasodels to map relation between climatic data
and crop yield. Present study was undertaken factsting rice yield by adaptive neuro fuzzy infierse
system (ANFIS) technique based on time seriesafat2v years, yield and weather data (w.e.f. 1981e8
2007-08) obtained from G. B. Pant University of iggiture and Technology, Pantnagar, District Udham
Singh Nagar, Uttarakhand, India.
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1. Introduction

In India it is possible to cultivate large numbércmps due to diverse climatic conditions. Among
these crops RiceQryza satival..) is important food crops of the country. Thealcrea under cultivation
of Rice 43.6 (22.6% of gross cropped area) anddta production of Rice is 94.1 million tonnes ithgr
the year 2007-08 constituting about 42.9% of téaald production (Economic Survey 2007-2008). Crop
failure on account of drought or flood will havesavere repercussion not only on the country’s ecgno
but also on food security.

The forecasting of crop yield may be done by ushrge major objective methods (i) biometrical
characteristics (ii) weather variables and (iiiyiegitural inputs (Agrawakt al. 2001). These approaches
can be used individually or in combination to ga&veomposite model. Forecasting is an significattimi
effective and efficient planning and is more impottaspect for a developing economy such as outsaso
adequate planning exercise is undertaken for swuil growth, overall development and poverty
alleviation. In management and administrative situs the need for planning is great because the le
time for decision making ranges from several ydfos capital investments) to a few days or houms (f
transportation or production schedules) to a fegosds (for telecommunication routing or electrigtlity
loading). Forecast of crop yield is of immenseitytito the government and planners in formulationl a
implementation of various policies relating to fopecurement, storage, distribution, price, impogport
etc.

Several studies have been carried out to forecaptyield using weather parameters (Hadal.
(1975), Choudhary and Sarkar (1981), Kokettel. (2000), etc.). However, such forecast studiesdase
statistical models need to be done on continuirgisbend for different agro-climatic zones, due ikble
effects of changing environmental conditions anater shifts at different locations and areas. &foee,
there is a need to develop area specific foreaastindels based on time series data to help theypoli
makers for taking effective decisions to counterease situations in food production.

In recent years soft computing techniques likeifieigl neural network (ANN), fuzzy logic,
genetic algorithm and chaos theory have been widpplied in the sphere of prediction and time serie
modelling. Adaptive neuro-fuzzy inference systenNFAS) which is integration of neural networks and
fuzzy logic has the potential to capture the béseaf both these fields in a single framework. ANFI
utilizes linguistic information from the fuzzy lagias well learning capability of an ANN. Thus thegent
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study was carried out to develop forecasting mbdskd on time series agricultural data relatedetol yf
rice crops based on weather parameters.

2. Materialsand M ethods
2.1 Adaptive Neuro-Fuzzy Inference Systems (ANFIS)

Adaptive Neuro Fuzzy Inference System (ANFIS) fuzzy mapping algorithm that is based on Tagaki-
Sugeno-Kang (TSK) fuzzy inference system (Jangl., 1997 and Loukas, 2001).ANFIS is integration of
neural networks and fuzzy logic and have the pakid capture the benefits of both these fieldsin
single framework. ANFIS utilizes linguistic infortian from the fuzzy logic as well learning capatyilof

an ANN for automatic fuzzy if-then rule generatamd parameter optimization.

A conceptual ANFIS consists of five componentguits and output database, a Fuzzy system
generator, a Fuzzy Inference System (FIS), and dapt#ve Neural Network. The Sugeno- type Fuzzy
Inference System, (Takagi and Sugeno, 1985) whidhé combination of a FIS and an Adaptive Neural
Network, was used in this study for rainfall-runofiodeling. The optimization method used is hybrid
learning algorithms.

For a first-order Sugeno model, a common rule st twwo fuzzy if-then rules is as follows:

Rule 1: If >§is Aland >§is B. then {: a1X1+b1X2+ c,.

Rule 2: If >§is Azand >§is B, then E: a2x1+b2x2+ c,

where,x; andx, are the crisp inputs to the node aqd B. A, Bare fuzzy setsa, biandci (i=1,2)are
the coefficients of the first-order polynomial larefunctions. Structure of a two-input first-ord&ungeno

fuzzy model with two rules is shown in Figure lidtpossible to assign a different weight to eadk ru
based on the structure of the system, where, V\tsﬂh‘qhindw2 are assigned to rules 1 and 2 respectively.

and f = weighted average
The ANFIS consists of five layers (Jang, 1993) veln Figure 1. The five layers of model are asofek:

Layerl: Each node output in this layer is fuzzified by nhbemship grade of a fuzzy
set corresponding to each input.

Ol,i:'uAi (Xl) =12
or
Ol,i: Hgiz (Xz) =34
1)
Where, x_ and x_ are the inputs to nodeé (i = 1, 2 forx andi = 3, 4 for x2) and x; (or

%) is the input to thé" node and\ (or B.,) is a fuzzy label.

Layer 2: Each node output in this layer represents thegfistrength of a rule, which performs fuzzy, AND
operation. Each node in this layer, labdigds a stable node which multiplies incoming sigresl sends
the product out.

Oz,i: Wi: Hai (Xl) M (Xz) 1=1,2
@)
Layer 3: Each node output in this layer is the normalizetu® of layer 2, i.e., the normalized firing
strengths.

O3i :\/\7/| = W i=1,2
WHtW. (3)
Layer 4. Each node output in this layer is the normalizallle of each fuzzy rule. The nodes in this layer
are adaptive. HerW is the output of layer 3, an&{b;,c} are the parameter set. Parameters of this layer
are referred to as consequence or output parameters

2
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Layer 5: The node output in this layer is the overall atitpf the system, which is the summation of all
coming signals.
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Figure 1.ANFIS architecture

In this way the input vector was fed through théwoek layer by layer. The two major phases for
implementing the ANFIS for applications are theusture identification phase and the parameter
identification phase. The structure identificatipimase involves finding a suitable number of fuzales
and fuzzy sets and a proper partition feature sp@be parameter identification phase involves the
adjustment of the premise and consequence paranuftiére system.

Optimizing the values of the adaptive parametersf igital importance for the performance of
the adaptive system. Jang et al. (1997) develogewed learning algorithm for ANFIS to approximate
the precise value of the model parameters. Theidhyddgorithm, which is a combination of gradient
descent and the least-squares method, consist® dlternating phases: (1) in the backward passettor
signals recursively propagated backwards and tbmige parameters are updated by gradient desceht, a
(2) least squares method finds a proper set ofexprent parameters (Jaeg al, 1997). In premise
parameters set for a given fixed values, the oletdaput can be expressed as a linear combinafidtheo
consequent parameters.

AX=B
(6)
Where, X is an unknown vector whose elements are the coasegarameters. A least squares estimator of
X, namelyX’, is chosen to minimize the squared efffdX — B||2. Sequential formulas are employed to

compute the least squares estimatoiXofor given fixed values of premise parameters, thtemated
consequent parameters are known to be globallynapbti

2.2 Study Area and Model Application
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2.2.1 Study area

The present study was carried out to develop fetema models for predicting the yield of rice
and wheat at Govind Ballabh Pant University of &gliure and Technology, Pantnagar, District Udham
Singh Nagar, Uttarakhand, India, which is situatedthe Shivalik range of Himalayan foot hills at
approximately 243.89 meters above mean sea levislldcated at Z9N latitude and 79%3E longitudes.
This region is known a%arai (meaning wet) and has a dry season from earlyl@cto mid-June and a
wet season from June to early October. The soilasi is mainly silt and loamy having good moisture
storage capacity, about 7.3 pH and is highly prtdec The annual rainfall of this region is abodi00
mm, which is subjected to large variation.

Yearly yield data of rice (g/ha) for 27 years (f.6.981-82 to 2007-08) was collected from the
University Farm of G. B. Pant University of Agritute and Technology, Pantnagar, which is a
commercial well organized farm having 2714.43 hallatilized for seed production, research purposk a
commercial farming. The farm is well irrigated, Ijuimechanized and well equipped with all modern
agricultural technologies and is governed with ghHievel management practices with the regularafise
high yielding varieties, recommended doses oflfeetis and manures, proper plant protection measure
including soil water management.

The time series weekly weather data of 27 yeamm(fl981-82 to 2007-08) were collected from
Agro-meteorological observatory situated at thepcresearch centre of G. B. Pant University of
Agriculture and Technology, Pantnagar, which isigged with modern technology and instruments. Six
weather parameters were included in this study;athaaverage weekly temperature (T°C), average weekl
relative humidity (Rh%), average weekly sunshine (8), average weekly total rainfall (P ), average
weekly number of rainfall days (n) and average Wwepkn evaporation (E). However, weekly weatheadat
related to kharif (the autumn harvest also knowrth@ssummer or monsoon crop in India) crop seasons
starting from a fortnight before sowing up to onenth before harvest were utilized for the develophod
models in the present study therefore, the weatht for rice crop (Kharif season), from May 21qaba
fortnight before sowing) to October 22 (one mongfobe harvest) in each year were employed. Data for
last one month of the crop season was excludeal faseicast crop yield at least one month beforedstr

2.3 Model Application

Total 27 year data are divided in two sets nammaliying (calibration) and testing (validation). R2gand
Fig3 indicates graphical representation of ricepgyield and weather variables are shown in.21 ydata
from 1981-82 to 2001-02 were used for calibratiormodel rest 6 years data from 2002-03 to 2007-08
were used for testing of model.

Among various inputs like average weekly temperat{ir), average weekly relative humidity
(Rh%), average weekly sunshine hrs (S), averagklweetal rainfall (P ), average weekly number of
rainfall days (n) and average weekly pan evapangfit) weather parameters best parameter to forecast
crop yield were chosen by Gamma test. Gamma testdshnique for estimating the variance of the&yi
or the mean square error, that can be achieveduwithver fitting (Jones, 2004). It is used for enxaion of
the nonlinear correlation between random variabtesnely, input and output pairs. Gamma test was
applied on all possible combinations of weatheraldes. Gamma test concluded that only the comibimat
of weekly pan evaporation (E) and average weekhptrature (T) are sufficient to predict rice crogld.
Including average weekly relative humidity (Rh%yeeage weekly sunshine hrs (S), average weekly tota
rainfall (P ) and average weekly number of rainéi@ys (n) cause complexity in model and yields @rgo
root mean square value between actual yield ardigtesl yield.

Combinations of weekly pan evaporation (E) and agerweekly temperature (T) were considered as the
inputs to the model, and Yield of the current ywas considered as the outpluiput space partitioning for
model structure identification was done by gridtiian. Hybrid learning algorithm was used to traie
models for runoff prediction. The optimal learnipgrameters were determined by trial and error (Kfm
al., 2002) for constant trapezoidal membership famctin order to choose better model among developed
models root mean square error was computed
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3. Result and Discussions

The study revealed that the least value of rootmsegare error were obtained for model with twauisp
weather data of weekly pan evaporation and avevagkly temperature for rice crop in Kharif season,
from May 21 (about a fortnight before sowing) tot@xer 22 (one month before harvest) and outpuitcas r
crop yield of the current year. Among triangulaellbshaped, trapezoidal and gaussian membership
function, the trapezoidal membership function wasnfli most suitable for this study. 2 trapezoida an
constant membership functions were used for 30hepdkhe observed and estimated crop yields arershow
in Fig 5 and Fig 6 for training and testing periodspectively. Values of root mean square err8c485 in
case of training period and 1.756 in case of tgstin
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Figure 3. Weather variable
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4. Conclusions

The present study discusses the application arfdlosss of adaptive neuro fuzzy inference systesetha
forecasting approach for forecasting of rice crogldy The visual observation based on the graphical
comparison between observed and predicted valuéstren qualitative performance assessment of the
model indicates that ANFIS can be used effectitetycrop yield forecasting.
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