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Abstract

This research work takes into consideration theldb®mgampling procedure to determine the efficiestineator
among the double sampling for ratio and regressiod Simple random sampling without replacement
(SRSWOR) type estimators. The empirical comparisbthe minimum variances, relative efficiency amhe t
coefficient of variations were used in obtaining tmost efficient estimator. It was established,tlifathe
regression line does not pass through the origen double sampling for linear regression typenetion is
efficient over double sampling for ratio and simmedom sampling without replacement estimations.

Keywords: Ratio Estimator, Regression Estimator, Double Samgphnd Simple Random Sampling Without
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1. Introduction

Over the years, Samplers have been interested timonaeto improve the precisions of estimators gfypation
parameter both at the selection and estimatioresthg making use of auxiliary information. In adufit to
estimating the population mean, total and proportmopulation ratio of two characters is anothégriest. If it is
known that the regression line of the variablentéiest y on auxiliary variable does pass throbgharigin, the
ratio type estimator may be used in estimatingpthgulation properties, otherwise the regressioe ggtimator
may be considered. However, if this auxiliary imf@tion is lacking and it is convenient and cheapdothe
information on auxiliary variable is collected frompreliminary large sample using simple random e
without replacement (SRSWOR).While the informatamthe variable of interest y is collected fromeaand
sample using SRSWOR which is smaller in size than greliminary sample size. This sampling method is
known as double sampling. One of the uses of dosalepling is to make use of auxiliary informatian t
improve the precision of an estimate. Neyman (19&8 first to propose double sampling, Rao (197&)ied
double sampling in context of stratification andlgtic studies and Cochran (1977) presented thie basult of
two-phase sampling, including the simplest regmesgstimators for this type of sampling design.HL&:L.
(2010) concluded that ratio estimation works betie data are well fitted by a straight line thybuhe origin.
Among other authors that have contributed to treeafsdouble sampling for ratio and regression esiins are
Okafor and Lee (2000), Sodipo and Obisesan (200d)Kaimar et. al. (2011). This paper investigatesdtder
of preference for the use of each of these estimdty empirically comparing the efficiency of doatldampling
for ratio and regression estimators and the usumpl® random sampling without replacement estimator
establish the most efficient estimator.

2. M ethodology
2.1 The Ratio Estimator

Lorh S.L. (2010) concluded that ratio and regressistimation both take advantage of the correlaifonand y
in the population; the higher the correlation, lletter they work. Lorh S.L. (2010) similarly congéd that ratio
estimation works best if the data are well fittgdabstraight line through the origin. Suppose weraquired to
estimate the ratio of y to x, then.

=2
R=< (1)
Wherey = le:nly" X = Z‘jllx‘
= Y
R=< (@)
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WhereY = > . y; and X = Y-, x;. However,R is biased, hence, the mean square error (MSE) of
R is giving as

M(R) = E[R - R]”

— — 2
~ —R
M(R) = E <y : y) (1-20x + 0%x + )
V(R) = £ [s2 + R252 — 2RS,, ] @3)
nX
The estimated variance of the estimated ratiovimgias;
~ A 1— ~ P
V(R) = (L[5} + R2sZ — 2Rs,y)) (@)
Yie, (=32 2 _ Tie, (x=%)2 i, =D -»)

Wheref =~ s7 = Sy =TS ands,,, =

n-1 n-1
Where fis the sampling fractiosy is the variance of at the first phasg,is the variance at the second phase
ands,, is the covariance of andy. Mukhopadhyay P. (2007) estimated ratio mean estin(using SRSWOR)

as

=()x ()

X

Q <)
3

The corresponding estimated variance ofﬁpds givin

~ 1— ~ ~
VG) = (L[5} + R%s% — 2Rs,y)) ©)
2.2 The Regression Estimator

Lety;, x; (i = 1,2,...,n) be the sample values of the main charagt@nd the auxiliary characterrepectively
obtained with SRSWOR of sample sizérom the population siz¥. The linear regression estimator of the
mean as giving by Mukhopadhyay P. (2007).

y, =7+ 3(X-X) )
Where = 2‘—5 ; X is the population mean; X = mean of the auxiliary information; and y =

mean of the study variable.

Similarly, the estimated MSE ¢f is giving as:

as:

v(y,) = ( ~ [sy +5%s2 - 23"sxy]) (8)
2.3 Double Sampling For Ratio Estimator

A general framework for two-phase sampling is givin Sarndal and Swensson (1987) and Legg andrFulle
(2009). Suppose we are interested in obtainingpttigulation mean of the characgeusing ratio estimation
procedure then we take a large preliminary sampieith SRSWOR from the population of si&e information
on this phase is obtained to estlmate)thethe population mean. A subsample (second phaselspsizen
units (wheren < n') is selected from the first phase units by SRSW@R.have obtained information gnand
x at the second phase sampling to estimadadx in equation (1). Hence, the estimated populatiGamis
giving as:

Vor = RX (©)
Wherex' is the first phase sample mean
The corresponding estimated variancg gf is giving as;

A~ -~ 2 ~
V()= ([% - %] sp+ E - %] [532, +R"s2 - 2R sxy]) (10)
The corresponding optimum variance of §he is giving as;

202



Journal of Natural Sciences Research www.iiste.org

ISSN 2224-3186 (Paper) ISSN 2225-0921 (Online) JLIELE
Vol.3, No.7, 2013 IISTE
. 12
PGar) e =2 5+ (€5 = 50)) | ay
where

¢ = Cost per unit for collecting information on the study variable y;
¢, = Total cost for the survey;
¢’ = Cost per unit for collecting information on the auxuliary variable x’ ; and
for ¢> ¢
o= cn+ c'n (12)

24 Double Sampling For Regression Estimator

Assuming double sampling for regression estimgpimtedure is to be used in place of double samjiting
ratio estimation procedure, then there must ekigtsir relationship between the study varia@lg and the
auxiliary variable(x").

The double sampling linear regression estimatqropfulation mean is giving as:

Ya =Y+ 3’(7 - E) (13)
Where
F = estimated simple linear regression coef ficient; and ;
X = sample mean at the first phase
Hence, the corresponding estimated variancg fois giving as

V5 = (7 -3|s2+ 5 -2 [s3 + 3752 - 235, (14)

Similarly, the optimum variance of double samplfogregression estimate is giving as:

PG, =2 [( c(1-7))+ (E) 2

(15)

~2 Sxy 2
Whered = ==

SxSy
Double sampling for regression mean will be morecfge than SRSWOR sample mean, in terms of their
variances) if

~2 4cc’
> e (16)

25 Smple Random Sampling Without Replacement (SRSWOR)

As discussed by Thompson (1992), simple random kagnjs a method of selectingunits out of theV, such

that, everyone of thélr\{) distinctly sample has an equal chance of beingmlthat is(N > n). However, when

a selected item still retains an equal probabditypeing reselected as many times as possibleithercalled
Simple random sampling with replacement (SRSWRg @élds known as Simple random sampling without
replacement (SRSWOR). The corresponding sample méagiving as;

y = 2=t (17)
and the estimated varianceyofs giving as:
~ 1_
vo = (5)s? (18)
n _\2
Wheres? = 221870 gpqe 1
n-1 N

Similarly, the corresponding optimum variance timéimizes variance of this estimator is giving as:
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V@)opt = 5532/ (19)

2.6 Relative Efficiency.

Relative Efficiency is a statistical tool that wile used to measure the efficiency of one estinmter another
estimator.

i. The Relative Efficiency Of Double Sampling Of Ratio To Regression Estimator
The relative efficiency of double sampling of raéistimate as compared to double sampling of reigress
estimate is giving as;
_ V(ydl)opt
1 V(ydr)opt

Ao
[()(())]

ii. The Relative Efficiency Of Double Sampling Of Regression To Ratio Estimator
The relative efficiency of double sampling of reggien estimate as compared to double samplingiof ra
estimate is giving as;

R.E * 100%

R.E, = > % 100% (20)

R.E, = M * 100%
4 ydl)opt
1 172
I(cisxy>+(c'(s}2,—sxy))z]
E, = -—* 100% (21)

B

iii. The Relative Efficiency Of Double Sampling Of Regression To SRSWOR Estimator
The relative efficiency of double sampling of reggien estimate as compared to SRSWOR estimateirgas;

R.Ey = 22opt , 100%
V(ydl)opt
R.Es = ! > % 100% (22)
< /1-zﬁ>+<2\/§>
iv. The Relative Efficiency Of Double Sampling Of Ratio To SRSWOR Estimator
The relative efficiency of double sampling of ragistimate as compared to SRSWOR estimate is gasng
V(y)opt
R.E; = ——=—*100%
3 V(ydr)opt °
cs
R.E; = —=*100% (23)

[<c%sxy>+(c'(s;-sxy))f]

b. Coefficient of Variation (CV)

Coefficient Of Variation is a statistical tool thaill be used to know the level of variability imeh of these
estimates under consideration. Lohr L. S. (201@ipds the coefficient of variation (CV) of the esttor(y) as
the measure of relative variability and defined as

CV(y) = i) (24)

E()

It is a measure that does not depend on unit osareaent. Lohr L.S. (2010) estimated the CV of stimetor
using the standard error divided by the mean (@dfionly when mean is nonzero).
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The estimated CV is the standard error expressadascentage of the mean.
i. Coefficient Of Variation for Ratio

SE(y, .
v, = % +100% (26)

ii. Coefficient Of Variation for Regression

SE(y, ,
vy = E9%min , 1009, 27)
(ydl)min

iil. Coefficient Of Variation for SROWOR

cv = % +100% (28)

3. Empirical Comparison Of Estimators

This research work uses primary data obtained ffiwve hundred and seventy four (574) questionnaires
distributed to the staff and students of Nursinigost, Perioperative Nursing School, School of mifierwy and
Occupational Health School, all in University CgkeHospital (UCH) in Oyo state of Nigeria. The deub
sampling uses the household monthly expendituréhfnsands of Naira) of household on food conswmnjis
the study variabl¢y) and the household size as the auxiliary variéb)je The double sampling obtains the first
and second sample sizes at five different levelgrasented below’ is the sample size at first phase and

the sample size at the second phase.

Table 1: Summary of the first and second phase sample sizes at different levels.

Level 1 2 3 4 5
n' 140 130 120 100 80
n 50 45 40 35 30

n/ | 03571 | 03462 | 0.3333 | 0.3500 | 0.3750

SPSS software was used to perform simple lineaessgn analysis on second phase sample(data40), the
model obtained is presented in the equation below.

$=-4218+ 5480 x +e (29)

This means that the interceptjofixis is not zero, hence, these data are suitabl#ouble sampling for
regression type estimation. Table 2 below shows#niances and standard errors of double sampditig type
estimator at each respective level.

Table 2; Summary of the standard error obtained in double sampling for ratio

Level 1 2 3 4 5
n' 140 130 120 100 80
n 50 45 40 35 30

V(y,) |11.7458 | 115189 | 8.4035 | 11.9659 | 25.4558
S.E.(y,) | 34272 | 33940 | 2.8989 | 3.4592 | 5.0476

Similarly, table 3 below shows the summary of theiance and standard error obtained at each réspéevel
for double sampling regression type estimator.
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Table 3: Summary of the standard error obtained in double sampling for regression.

Level 1 2 3 4 5
n' 140 130 120 100 80
n 50 45 40 35 30

V(y,) |10.9917 | 10.2199 | 7.5598 | 8.0857 | 12.2398
S.E.(y,) | 33154 | 3.1969 | 2.7495 | 2.8435 | 3.4958

Similarly, table 4 below shows the summary of theiance and standard error obtained at each régpdetel
for SRSWOR type estimator.

Table 4;: Summary of the standard error obtained in SRSWOR.
Level 1 2 3 4 5
n' 140 130 120 100 80
V(y) 12.5979 | 12.5251 | 10.2794 | 13.4830 | 13.9770
S.E.(y) | 35494 | 35891 | 3.2062 | 3.6719 | 3.7386

Similarly, obtaining the relative efficiency (REysuming even distribution cost 6f= ¢’ = 1, table 5 shows
the relative efficiency for the corresponding estions.

Table 5: Summary of the computed Relative Efficiency.

Description RE Conclusion

Double sampling for Ratio is 35% efficient

Double sampling for ratio to regression 35% .
over regression

Double sampling for Regression is 289%

i essi i Yy - i
Double sampling for regression to ratio 289% efficient over ratio

Double sampling for Regression is 51%

i essi 9 .
Double sampling for regression to SRSWOR 51% efficient over SRSWOR

Double sampling for Ratio is 18% efficient

. . 0
Double sampling for ratio to SRSWOR 18% over SRINVOR

Table 6: Summary on the comparison of coefficient of variation for each estimator.

R.E. Conclusion

Double sampling for ratio 10.73% | Higher Precision

Double sampling for regression | 10.1604% | Highest Precision
SRSWOR 51% High Precision

4. Discussion
Table 7: Variances, Standard Errors and Coefficient of e at(n/n' = 0.3333).

At™/ . =0.3333 Variance | SE. C.V.

Double sampling for ratio 8.4035 | 2.8989 | 10.73%

Double sampling for regression 7.5598 | 2.7495 | 10.16%
SRSAOR 10.2794 | 3.2062 | 51%

This paper empirically investigates the efficiemfydouble sampling for ratio and regression estimsaand the
usual Simple random sampling without replacemetitmaesor to establish the most efficient estimatorwas
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observed that the minimum proportion is obtained’at 120 andn = 40 (as revealed in table one). Hence,
n' = 120 andn = 40 are the optimum sample sizes for the first ansbiseg@hases respectively. It was shown
that the minimum variance of double sampling fdioraregression and SRSWOR were obtained at thes sam
corresponding minimum proportion whete= 120 andn = 40 (as revealed in table two). It was also observed
that the minimum standard errors for double samgpliatio and regression and SRSWOR estimates were
obtained at this same point (as revealed in tabte three and four). It was shown that among thénapm
variances, standard errors and coefficient of tiana, double sampling for regression estimator thees
minimum values (as revealed in table seven), heheegoefficient of variation showed that doublenpéing for
regression has the highest precision after whictoigle sampling for ratio. The relative efficigrahowed that
double sampling for regression estimate has thieeisigefficiency over double sampling for ratio tygstimator
(as revealed table five). Comparison was made armbldosampling for ratio and regression estimatord a
Simple random without replacement estimator to kmdvich of these estimators has the highest effagieand
precision.

5. Conclusion

It is, therefore, established that when there eXisiear relationship between the study varighfand the
auxiliary variable and such that the regressioe lafiy onx does not pass through the origin, the double
sampling for regression estimation is efficient md®ouble sampling for ratio and simple random samgpl
without replacement.
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