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Abstract 

Prediction and classification of microbial species is an important skill for any clinical, industrial or 

environmental laboratory, there are many aspects including carbohydrate utilization, enzymatic activity 

that can be used for predicting with high accuracy bacterial species. The unique features presented by machine 

learning includes the possibility of classify and predict bacterial species based on their biochemical or enzymatic 

activities though decision tree classification, data visualization, clustering and neural network among others tools. 

In this research, decision trees are applied to classify Treponema species based on enzymatic activity, 

visualization tools showed comparisons among multiple biochemical aspects and neural networks created 
patterns for carbohydrate utilization. Treponema species are invasive pathogens causing a range of significant 

clinical pathologies in many cases ending in neurological complications such as in the case of syphilis produced 

by Treponema pallidum. Previous research papers explored the used of PyBact to generate a matrix which it is 

then evaluated through machine learning resulting in a high percentage of correct classification. Our findings 

indicate that decision trees are one of the most effective tools to classify bacterial species contributing significantly 

to any medical or diagnostic laboratory. There are several ML applications that remain to be explored not just for 

a particular genus but with questions involving the human microbiome, biofilm formations, and the current COVID 

19 pandemic. 
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1.Introduction 

In recent years machine learning has been used in many areas of microbiology research due to the enormous 

quantity of information generated that need to be analyzed (Qu et al., 2019). Machine learning applied multiple 

strategies to predict, classify, clustered, visualize results using an array of mathematical and statistical concepts 

such as linear regression, neural networks, decision trees (Qu et al., 2019). Prediction of microbial species is an 

important skill for any clinical, industrial or environmental laboratory, there are many aspects including 

carbohydrate utilization, enzymatic activity, G + C content, diameter and length that can be used for predicting 

with high accuracy bacterial species (Nantasenamat C et al., 2011 Logan, 1994). Treponemes are corkscrew 

invasive pathogens causing significant clinical conditions among humans and animals such is the case of venereal 

syphilis which encompassed three stages; an initial genital lesion is follow by a body dissemination and a third 

stage categorized by neurological complications (Radolf JD., 1996). The four most important treponematoses are 

Treponema subsp. pallidum producing venereal syphilis, a worldwide infection affecting adults and producing 

congenital infections, Treponema subsp. pertenue producing yaws, a tropical infection prevalent in hot and humid 

areas and common in children and adolescents, congenital infection is not common for this subspecies. Treponema 

subsp. carateum producing pinta, a Central and South America infection, common in children, congenital infection 

is not common as well in this subspecies and Treponema subsp. endemicum producing endemic syphilis, an 

infection prevalent in desertic areas, common in children and adults and rarely involve in congenital infections 

Treponema are categorize as chemo-organotrophs able to use an extensive number of carbohydrates such as 

glucose as source of energy, other species required long or short fatty acids present in serum, while other species 

relied on amino acids fermentation and enzymatic activity (Radolf JD., 1996). Machine learning is a subfield of 

artificial intelligence applied to numerous fields ranging from retail stores to scientific pursuits; microbiology and 

its branches such as bacteriology, virology, parasitology, mycology and immunology are not an exception to its 

prowess; machine learning is used for example in the prediction of vaccines, outbreaks, proteins interactions, 

diagnosis of infectious diseases, prevalence of conditions among local or global locations and classification of 

microorganisms based in biochemical or other physiological characteristics. Weka (Waikato Environment for 

Knowledge Analysis) is a free software composed of diverse algorithms for visualization, data analysis, regression, 

neural network, clustering and predicting models. (Witten and Frank, 2005). In this study, decision trees are applied 
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to classify Treponema species based on enzymatic activity, visualization tools showed comparisons among 

multiples morphological aspects and neural networks created patterns for carbohydrate utilization. 

 

2.Materials and Methods 

2.1Data compilation 

The data used in this study is constituted by 17 species from Treponema genus carbohydrate utilization and 14 

species from Treponema genus enzymatic activity obtained from Bergey’ s Manual of Systematic Bacteriology 

(Krieg Noel R et al., 2010) 

 

2.2Weka for bacterial identification 

Treponema genus carbohydrate utilization and enzymatic activity was used as input data; the Weka algorithms 

used for identification were decision trees, multilayer Perceptron (Neural networks) and visualization. A concept 

map of the data mining methods used in this study is provided in Figure 1. 

Figure 1.  

 

2.3 Decision Trees 

Decision trees are used to classify and predict items based on its values; root nodes corresponded to attribute 

conditions, leaf nodes used labels for each class, and branches represented values assume by nodes. There are 

several algorithms employed to develop decision trees such as C4.5 which is an extension of the ID3 (Kotsiantis. 

S. B. 2007). Decision trees are easy to use and understand, can be used with categorical and numerical data, 

additional features can easily be incorporated to create complex models, all these aspects account as advantages 

for using tress, however, among some disadvantages are overfitting and biased in some cases in which certain 

attributes dominate. Random tree is a supervised algorithm used for classification and regression that work by 

averaging the input data therefore reducing the overfitting common in other decision trees algorithms. Among the 

advantages of random trees are their high accuracy and capacity to process large amount of information making it 

an optimal tool in the identification and classification of bacterial species (Mishra A. K. 2016). 

 

2.4 Neural Networks 

The main goal of this powerful mathematical and computational algorithms is to mimic neurological networks by 

using a connectionist strategy. Artificial neurons are connected to information to generate patterns taking into 

consideration three important objectives, the network structure or architecture, input and output functions and the 

weight inherent in each connection (Kotsiantis. S. B. 2007). Neural networks are applicable on the prediction of 

protein structures, as well as graphic and auditory patterns recognition (Gour S and Gour M. 2014). 

 

2.5 Clustering  

Clustering has the capability of grouping data to determine patterns, specific number of groups can be created 

depending on the research needs. Advantages over other machine learning methods is that entire data sets can be 

turned into groups for expediate conclusions, as well as any data input can be use in the clustering analysis 

(Abernethy M.2010) 

 

2.6 Visualization 

The WEKA explorer has a variety of data visualization options to view complex information such as histograms, 

bar graphs, maps, images, 3D representations, tables and others. It is feasible to get the visual representation of 

classifications, regressions and clusters models for the easy detection of outliers. Fundamental components of data 
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visualization are data sampling, analysis, governance, mining and transformation (Soni R. 2013). 

 

3.Results 

This study used a 10-fold cross-validation for all data and the following classifiers: random tree, neural network, 

visualization and clustering. As results shown in figures 2 and 3; 14 Treponema species were correctly classify 

based on 19 enzymatic activities with a 78.5 % accuracy (figure 4), using WEKA random tree algorithm. 

 
Figure 2 

 
Figure 3 
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Figure 4 

Results showed that random tree algorithm could be used to correctly classify Treponema species based on 

enzymatic activity from 14 number of instances, 11 were correctly classified  which equates to 78.5714%. In 

another application, 17 species of Treponema species carbohydrates utilization profiles were used to generate a 

matrix using Pybact data generation algorythm, consequently the data set total is 1,700 instances, after using 

decision tree J48 the following results were obtained, 93.8% of instances were correctly classified (1,596 instances), 

and 6.1% of instances were incorrectly classified (104 instances), figure 5. 

 
Figure 5 

The multilayer perceptron, figures 6 and 7, creates models using input occurrences connected to its corresponding 

output, other aspects of this algorithm are the hidden layers consisting of nodes interconnected to adjacent layers 

based on specific weights. Figure 6 shows non-cultivable Treponema habitats neural network using a batch size 

(100), learning rate (0.3), hidden layers (2) and training time (500). 

 
Figure 6 

Figure 7 shows carbohydrate utilization by Treponema species using a batch size (100), hidden layers (4), learning 

rate (0.3), training time (500) and numbers of epochs (500). 
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Figure 7 

1,700 instances generated through PyBact algorithm for the Treponema species utilization of carbohydrates was 

used for Simple K means clustering for the Acetate, it shows two clusters, one for the positive utilization of acetate 

(cluster 1; 613 instances for a 36%) for T. bryantii, T. saccharophilum, and T. succinifaciens; for the remaining 

species, acetate utilization is negative (cluster 0; 1,087 instances for a 64%), time taken to build model was 0.08 

seconds, figure 8. 

Other clustering for maltose shows positive utilization (cluster 1; 942 instances for a 55%), and for negative 

utilization (cluster 0; 758 instances for a 45%), time taken to build model was 0.01 seconds, figure 9. 

 
Figure 8 
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Figure 9 

The WEKA explorer has a variety of adjustable (plot size, point size, jitter, subsample %) visualization options to 

view information such as the use of plot matrix for Treponema species utilization of acetate and maltose, the 

subsample percentage used in this representation was 15%, figure 10. 

 
Figure 10 

 

4.Discussion 

Machine learning is gaining a highly importance in research, specially in the area of Microbiology due to the 

multitude of microbial species and their multiple phenotypes and niches. Even more significant is the possibility 

of applying all this knowledge to solve public health issues such the current crisis with Covid 19 pandemic. 

Machine learning tools and algorithms had been used for the prediction of new drugs, identification of species 

present in polymicrobial infections and as diagnosis among other applications. In this paper we explored the use 

of machine learning to classify Treponema genus based on carbohydrate utilization and enzyme activity applying 
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several machine learning algorithms such as decision tree classification (random tree and J48), multilayer 

perceptron, clustering (simple K means) and visualization (Plot matrix). PyBact free software was employed as 

well in this research to generated matrix based on the carbohydrate utilization of Treponema species and then use 

this as a model for machine learning analysis; classifier showed a great accuracy on predicting bacterial species, 

however there are several applications that remain to be discovered not just for a particular genus but with even 

bigger microbial communities such those belonging to the human microbiome or those participating in biofilm 

formations. Future research directions are to apply machine learning to classify Treponemes based in other 

biochemical tests such volatile fatty acids or hydrogen sulfide production. Another important direction is 

to use machine learning algorithms to explore phylogenic relationships among Treponemes species based 

on genomic sequences; finding the right algorithm can be used to implement quick diagnosis in microbiology 

laboratories or medical settings struggling with fastidious organisms. 
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