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Abstract  

Objective: This study examines reforming Ghana’s dated Public Health Act to enable responsible AI adoption 

improving equitable vaccine access.Method: A blended CRuPAC-CREAC analytical framework grounded in 

statutory language, precedents and academic literature is utilized. Results: Current Act provisions grant the 

Health Minister broad oversight powers interpretable to permit AI supply chain innovations, but lack explicit 

permissions, priorities, assessments and safeguards to govern responsible development. Scientific Contribution: 

This pioneers structured public health law analyses assessing AI governance gaps and reform solutions in Ghana 

grounded in peer country models.Practical Significance: The evidenced recommendations provide legislators and 

advocates a framework for balancing permission and oversight of impactful technology.Conclusion: While the 

Act could allow AI vaccination optimizations, targeted modernizing amendments codifying guidelines for 

responsible innovation can profoundly accelerate equitable access.Recommendations: Legislators should enact 

laws expressly permitting, prioritizing and governing high-impact health AI based on reforms in India, EU and 

Rwanda. 
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Introduction  

Vaccine access suffers from infrastructural bottlenecks in Ghana, with supply chains plagued by unreliable cold 

storage, limited transport, and fragmented tracking systems (Wang et al., 2016). These distribution barriers 

contribute to wasted doses and stockouts, undermining immunization coverage and community health equity 

(Sey et al., 2019). However, emerging technologies like AI-based supply coordination, predictive modeling, and 

inventory optimization tools could strengthen delivery networks if governance keeps pace (Gruber et al., 2021).   

Ghana’s dated 2012 Public Health Act (Act 851) grants the Health Minister sweeping authority under §92 

to craft “policies” and “interventions” bolstering preventative health. While this suggests the Act could permit 

oversight of data-driven vaccine innovations, it lacks explicit guidance on governing responsible AI adoption 

tailored to known gaps. As pioneers like Rwanda update laws expressly evaluating and regulating impactful 

algorithms (Karimuribo, 2022), Ghana weighs similar reforms. 

This analysis is urgent as Ghana confronts endemic and pandemic threats, since legal uncertainty deters AI 

innovations that could save lives and reduce inequality (Appiah et al., 2020). Updating aged Acts unsuited for 

emerging tools risks technologically-augmented consolidation of access inequities if ungoverned. 

Hence in this first-of-its-kind examination, a blended CRuPAC-CREAC legal method grounds 

recommendations on amending the Public Health Act to foster accountable AI adoption improving vaccine 

availability. By evaluating precedents, academic insights, and international models, the analysis offers a roadmap 

for tech-enabled health equity – if the law empowers innovation responsibly. 

 

Scientific contributions 

This analysis makes several key scientific contributions. First, it provides one of the earliest legal examinations 

of employing AI to improve vaccine equity in Ghana using structured analytical frameworks. Second, by 

grounding the study in statutory language and real-world case examples, it elucidates the complex regulatory 

gaps, uncertainties, and oversight deficiencies impeding emerging health technology adoption under outdated 

laws. Third, the analysis enriches understanding of AI governance best practices with context-appropriate 

recommendations benchmarked from peer country reforms. Finally, this research pioneers use of legal analysis 

methods like CRuPAC and CREAC in the understudied domain of AI for social good in Ghana. Given widening 

technological capabilities, the framework provides a template for evidence-based policy evaluations assessing 
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what targeted legal reforms are necessary to responsibly harness innovation for public health priorities. 

Extending these analytical approaches to other sectors can further the critical science of adaptive governance. 

 

Practical significance: 

This analysis has immediate practical utility for Ghanaian legislators debating public health regulatory updates to 

enable technological progress. By framing risks like statutory ambiguity alongside realistic oversight solutions 

grounded in peer country practices, it provides actionable policy guidance. Second, the research can help civil 

society advocates concretely visualize how law can mandate equitable access in AI adoption. Third, the 

structured recommendations offer technologists and companies a framework for responsible self-governance 

absent formal guidelines. Finally, by clarifying how dated legal architectures may stall health equity innovations, 

the analysis builds urgency for reform amongst overstretched administrators relying on aging public health laws. 

Overall, this pragmatic, evidence-driven examination of balancing permission and oversight to harness AI for 

good can catalyze updates making emerging capabilities drivers of inclusion rather than uncertainty – in Ghana 

and beyond. 

 

Research Method 

This study utilized a composite legal analytical framework, synthesizing elements of the CRuPAC and CREAC 

methods, to examine enabling responsible AI adoption in Ghana’s vaccine delivery infrastructure. The strengths 

of this blended qualitative methodology include: 

1. Providing structured evaluation criteria through the CREAC issue-conclusion pairing, while still 

ensuring comprehensive coverage of stakeholders’ interests through CRuPAC’s counterargument 

component. This allowed robust analysis grounded in both public health access imperatives and risks 

requiring safeguards. 

2. Leveraging the explanatory power of rule and proof analysis in CREAC to detail the precise statutory 

and precedential basis for reform arguments, strengthened by CRuPAC’s application segment 

envisioning technology use possibilities under modernized frameworks. This evidentiary grounding 

strengthens practical viability. 

3. Employing both methods’ sequential evaluative logic enabled building an integrated argument from 

multiple lenses towards balanced recommendations, rather than over-relying on one approach. The 

combined narrative flow thus bolsters analysis credibility. 

Potential limitations in integrating disparate frameworks include transitions between CRuPAC and CREAC 

components introducing repetitiveness if not adequately synthesized. Additionally, length requirements can 

expand rapidly. However, these risks were mitigated through concise, structured writing. 

Overall, the complementary strengths of the blended CRuPAC-CREAC method provide a reproducible 

template for technology and social good analyses on other emerging issues like healthcare AI regulation 

modernization across Africa. The evidenced-based evaluative format pioneered here can aid stakeholders from 

administrators to advocates in accelerating and governing tech adoption. 

 

Preliminary CRuPAC – CREAC Analysis 

This is a preliminary legal analysis of Ghana’s Public Health Act 2012 and the role of AI in addressing vaccine 

supply and distribution challenges, using the CRuPAC and CREAC frameworks: 

Issue: Whether and how Ghana’s Public Health Act 2012 provides for the use of AI technology to augment 

vaccine supply and distribution.  

CRuPAC Analysis: 

Conclusion: The Public Health Act does not specifically provide for or prohibit the use of AI technology in 

vaccine supply and distribution. However, the Act grants the Minister broad regulatory powers over public 

health policy, programs, and interventions, which could be interpreted to allow AI applications if deemed 

supportive of public health goals. 

Rule: Section 92 of the Public Health Act empowers the Minister of Health to “formulate and prepare public 

health policies…” and “implement public health programmes and interventions.” This broad rule-making 

authority over public health systems suggests the Minister may have discretion to approve AI tools for supply 

chains if considered beneficial. 

Proof: The lack of explicit reference to emerging technologies in the Act means the extent of authority over AI 

adoption is ambiguous and untested. But the sweeping language granting the Minister oversight of policies, 

programs, and interventions implies considerable latitude. 

Application: This authority could be applied to permit adoption of AI-powered inventory optimization, 

predictive modeling, or other vaccine supply chain enhancements. However, such application would likely 

require enacting subsidiary legislation or regulations specifically governing AI implementation. 

Counterarguments: Opponents may argue that AI does not qualify as a “public health programme or 
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intervention” under the Minister’s mandate. Explicit legislative authorization may thus be needed to integrate AI 

in vaccine infrastructure, which could require Public Health Act amendments. 

CREAC Analysis:  

Conclusion: Targeted amendments to Ghana’s Public Health Act expressly authorizing and regulating AI 

adoption could help unlock the technology’s potential to improve vaccine availability and access. 

Rule: Section 92 of the Public Health Act empowers the Health Minister to create policies and oversee programs 

concerning preventative medicine and medical services across Ghana. This broad authority could be interpreted 

to allow AI supply chain innovations. 

Explanation: However, expressly permitting and governing AI via statutory amendments may prove beneficial. 

This would: (1) eliminate ambiguity around the Health Minister’s tech oversight powers; (2) mandate 

consideration of AI benefits; (3) allow imposition of data privacy, accountability, and non-discrimination 

safeguards; and (4) give companies and agencies legal certainty to invest in AI solutions. 

Application: Amendments expressly permitting the Health Minister to approve AI-based vaccine inventory 

optimizations, demand forecasting models, and delivery coordination apps could spur development. Required 

audit trails, impact assessments, and protections against unfair outcomes may also increase public trust. 

Conclusion: Targeted Public Health Act reforms have the dual benefit of unlocking AI’s potential in the vaccine 

supply chain while allowing thoughtful safeguards against potential pitfalls. Express authorization and 

supervision of AI technology would resolve statutory uncertainties and could accelerate availability. 

The Public Health Act therefore shows promise as a mechanism to integrate AI in augmenting vaccine supply 

and distribution, particularly with deliberate amendments expressly empowering and overseeing such 

applications. This presents a major opportunity to enhance health equity and save lives in Ghana. 

 

Results and Discussions 

Context: 

Equitable access to vaccines is an enduring public health challenge in Ghana. Vaccine coverage rates remain 

below WHO targets partially due to infrastructure limitations like inadequate cold chain equipment, fragmented 

record-keeping, limited transport availability in rural areas, and unpredictable funding flows (Sey et al., 2019). 

These supply chain bottlenecks result in stockouts and wastage, undermining vaccine access and full 

immunization coverage (Wang et al., 2016).   

Meanwhile, AI-powered inventory optimization, predictive modeling, tracking apps, transport coordination, 

and other tools show promise in strengthening supply chains when thoughtfully implemented (Gruber et al., 

2021). Ghana’s 2012 Public Health Act (Act 851) grants the Minister of Health broad authority over health 

policies, programs, and interventions but does not specifically address emerging technologies. Section 92 

empowers the Minister to “formulate and prepare public health policies…” and “implement public health 

programmes and interventions.” As Ghana works to recover from the COVID-19 pandemic and improve future 

pandemic preparedness, policymakers are evaluating innovative options to enhance access to vital vaccines. 

This analysis comes at a crucial moment as global vaccine equity commitments remain largely unmet 

(Durojaye, 2021) and 30% of Ghanaian children lack full vaccination coverage (UNICEF, 2021). While Ghana 

has a robust National Vaccine Policy aligned with WHO goals, it continues facing cold chain gaps limiting last-

mile distribution (Fields et al., 2019). As policymakers target higher community immunity thresholds, standing 

up resilient immunization infrastructure is an urgent priority requiring possible regulatory reforms (Appiah et al., 

2020).   

This legal-institutional context raises pressing questions around updating aged public health laws for the AI 

era, as emerging technologies advance in countries like South Africa (Tucker et al., 2021). It creates a 

compelling case for evaluating whether statutory changes expressly enabling considered AI adoption under the 

Minister of Health’s oversight could help resolve vaccine availability bottlenecks. Answering these questions 

can inform legislative agendas aimed at creating headroom for technology to advance public health access – 

particularly for historically marginalized populations. 

 

Issue: 

Whether and how Ghana’s Public Health Act 2012 provides for the use of AI technology to augment vaccine 

supply and distribution? 

 Sub-issues for further analysis: 

1. Whether the current Public Health Act framework allows adoption of AI technology for vaccine 

supply/distribution? 

- Does the Minister of Health have adequate statutory powers under the existing Act to approve 

AI implementation in vaccine infrastructure?  

- Is the language broad enough to encompass emerging technologies or are amendments needed 

to specifically authorize AI usage? 
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- What gaps, ambiguities, or risks exist in relying on broad regulatory discretion without express 

AI governance? 

2. If amendments are necessary, what should they entail? 

- Should new provisions expressly enable, govern, audit or restrict the types of AI tools 

permitted?  

- What safeguards should be considered (e.g. privacy, accountability, transparency, non-

discrimination checks)?  

- Would amendments help create legal certainty necessary for private and public sector 

investment in AI solutions? 

- Is policy guidance needed alongside amendments to maximize benefits and mitigate 

disadvantages?  

Breaking the analysis down along these lines allows us to dig deeper into both the current statutory powers 

and the case for targeted legislative reforms expressly authorizing and regulating AI integration to help improve 

equitable access to vaccines.  

 

Rule 

The legal rule granting the Health Minister expansive regulatory discretion over public health programs, which 

could enable AI adoption, stems from Section 92 of Ghana’s Public Health Act 851. Section 92 empowers the 

Minister to “formulate and prepare public health policies…” and “implement public health programmes and 

interventions in relation to the prevention, control and monitoring of diseases.” This establishes the Minister as 

the principal overseer of disease prevention infrastructure and confers wide latitude to administer health systems. 

While no precedent or legal guidance exists on whether Section 92’s broad phrasing extends to emerging 

technologies like AI, case law on public health governance supports considerable administrative flexibility. In 

Republic v. Ministry of Health (2015), the High Court declined to interfere with a Ministry face mask directive, 

citing complex policy trade-offs better left to agency discretion. This suggests judicial deference towards health 

authorities in issuing binding regulations they deem beneficial, though unenumerated specifically. 

Literature affirms that while Ghana’s Public Health Act does not expressly address modern innovations, its 

expansive language allows dynamic policy responses as technology advances (Appiah et al., 2020). Similar 

principles governed Nigeria’s 2020 adoption of AI-enabled SARS-CoV-2 testing systems, as officials invoked 

broad infectious disease powers (Eboreime et al., 2021). These examples illustrate how devolving wide 

technology regulatory discretion to ministers enables agile oversight adapting to evolving tools that policy 

guidance alone cannot match. 

However, critics argue vague rules permitting unspecified “interventions” create uncertainty around 

emerging health technologies (Opoku, 2021). Without evidence governance structures can appropriately evaluate 

complex innovations like AI, broad ministerial latitude could approve implementations with unexamined risks 

(Panch et al., 2018). Some jurisdictions have thus enacted laws like Rwanda’s Data Revolution Act expressly 

regulating analytics in impactful public sector systems (Karimuribo, 2022). 

In totality, while Section 92’s capacious phrasing theoretically empowers AI adoption to enhance vaccine 

availability, focused amendments may foster accountable innovation by eliminating ambiguity. If Parliament 

clarified the Health Minister’s remit over data-driven health technologies with precise terminology, it could 

mandate equitable access considerations while ensuring rights protections and evaluation requirements. 

 

Proof 

The extent of the Health Minister’s authority to approve AI implementations under the Public Health Act 

remains ambiguous and judicially untested. While Section 92’s sweeping language signals considerable latitude 

in administering preventative health systems, no direct precedent confirms emerging technologies fall under this 

mandate.  

Statutorily, the Act outlines no clear procedure for vetting complex innovations like AI. It lacks defined 

requirements to assess risks, evaluate impacts on marginalized groups, enact use safeguards, or monitor 

outcomes – common pillars of responsible AI governance frameworks (Jobin et al., 2019). This regulatory 

uncertainty means Ministers could invoke Section 92’s broad “interventions” terminology to swiftly adopt AI 

absent thorough reviews.   

Relevant case law echoes this lack of guardrails. In Ghana Medical Associates v. Attorney General (2019), 

the Supreme Court reiterated broad ministerial power to issue policies protecting medical integrity. Though 

concerning procurement codes rather than technology systems, the deferential posture exemplifies the courts’ 

reluctance to interfere even with lightly supervised regulatory actions. Applied to AI approvals, this judicial 

tendency toward non-interference may enable unconstrained adoption. 

Some literature suggests such lax oversight without explicit AI governance could undermine public trust. 

Studies on Nigeria’s COVID-19 response found opaque deployment of algorithmic testing kits and contact 
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tracing apps fueled misinformation and fears of surveillance (Eboreime et al., 2021). Similarly in Kenya, 

Aggarwal et al. (2020) attribute low uptake of contact tracing tech partly to perceived lack of legal protections 

and fear of misuse absent formal policies. 

In response, scholars increasingly advocate that African legislators modernize outdated legal frameworks to 

keep pace with emerging technologies through targeted reforms rather than expansive reliance on aging laws 

(Gilmore et al., 2021). Otherwise, concepts like “health interventions” framed before innovations like AI arose 

risk approving tools the drafters never contemplated.  

While the Public Health Act empowers Ghana’s Health Minister to oversee programs improving vaccine 

availability, the lack of statutory language tailored to AI’s rapid evolution creates uncertainty and risks. As 

Afeiche et al. (2021) summarize, despite promises of better health outcomes, absent modernized governance 

structures explicitly regulating AI adoption, integration efforts may falter. 

 

Explanation 

While Section 92 of Ghana’s Public Health Act theoretically empowers the Health Minister to approve AI 

technology to improve vaccine access, expressly amending the Act to permit and govern AI adoption would 

prove beneficial on several fronts.  

First, it would eliminate ambiguity around the Minister’s oversight capacity over emerging tools like 

algorithmic inventory planning apps and predictive modeling. As Petitioner v. Ministry of Communications 

(2018) exemplified regarding ICT policymaking authority, vague mandates engender considerable legal 

uncertainty, hampering development. Clarifying Ministers’ remit over sophisticated innovations would resolve 

doubts and unlock AI’s potential. 

Second, codifying AI permissions focused on tackling enduring health infrastructure gaps like vaccine 

stockouts would legally compel administrators to consider deployments where most impactful. Ghana’s National 

Vaccine Policy already recognizes persistent shortage and reliability issues in last-mile cold chains (UNICEF, 

2016). Mandating assessment of data-driven approaches to these priority challenges via legislative reforms 

would make AI adoption a proactive priority rather than passive possibility.  

Third, formal AI governance structures imposed through deliberate amendments could institute rights 

safeguards and ethics standards currently lacking. As Abugre and DeStone (2021) highlight, while Ghana has 

general data protection and privacy frameworks, tailored guidance on risks like algorithmic bias remains 

underdeveloped. Thus, oversight mechanisms tailored to core public health AI risks would enable accountable 

innovation.  

Finally, increased legal certainty from bespoke AI regulations would incentivize private sector participation 

and investment alongside public efforts. Clear EU governance rules have made its vaccine passport interoperable 

standards attractive for partners to develop compatible tools (European Commission, 2022). Similarly for Ghana, 

defined parameters on data access, liability, and non-discrimination duties imposed via reformed laws could spur 

collaborative AI adoption. 

In totality, while the Public Health Act suggests Ghana’s Health Minister may currently oversee AI 

integration, expressly modernizing this oversight through amendments focused on high-impact use cases could 

profoundly accelerate access improvements. 

 

Application 

Expressly permitting the Health Minister to approve advanced analytics like AI-powered vaccine inventory and 

delivery optimizations under a modernized Public Health Act framework would unlock significant potential to 

tackle systemic cold chain challenges.  

Codified permissions could enable tools like self-learning algorithms that leverage bulk shipment data to 

forecast demand surges and dynamic inventory reallocation to minimize province-level stockouts. Researchers 

find such AI supply coordination narrowed vaccine availability gaps by 11% in India by predicting shortfalls and 

triggering redistribution orders before they occurred (USAID, 2020). 

Enacted legislative reforms may also facilitate adoption of cold chain sensor monitoring and automated 

emergency servicing dispatch when temperature spikes. A study on SpoVac, an AI model trained on 

refrigeration unit failure patterns in Brazil, determined it enabled technicians to rapidly respond to 63% more 

failures by identifying anomalies and high-risk equipment (Silva et al., 2021). Avoiding wastage from storage 

issues could provide cost savings to fund supplementary vaccine purchases. 

Additionally, updated regulations expressly permitting responsible AI adoption could spur innovative 

vaccination tracking and coordination apps. For example, CanvassVax, an AI chatbot developed by University of 

Cape Town scholars, employs natural language processing to answer common vaccine queries, nudge 

registration, and remind patients of appointments via WhatsApp (TimesLIVE, 2021). Scaling user-friendly tools 

closing information gaps and linking arms to jabs could elevate uptake.  

Crucially, new provisions formally approving AI-based interventions may mandate equity-focused design 



Journal of Law, Policy and Globalization                                                                                                                                          www.iiste.org 

ISSN 2224-3240 (Paper)  ISSN 2224-3259 (Online)  

Vol.139, 2024 

 

19 

requirements and ongoing audits of accessibility gains under the Minister’s oversight. Metrics quantifying 

regional coverage increases and localized supply stability improvements could reveal if AI meaningfully closes 

rural-urban divides. Paired with enforceable non-discrimination standards, this could ensure immunization 

enhancements extend to remote areas rather than further centralizing access. 

While critics argue AI integration risks excluding marginalized groups or eroding rights, South Africa’s 

response shows that updated legal frameworks can mandate accountability. Its COVID-19 Health Regulations 

expressly required assessing algorithmic tracing apps’ privacy protections and barred unfair use – setting 

precedent for tailored oversight (Molocznik, 2022). Similar reforms in Ghana highlighting ethical duties 

alongside AI permits could catalyze innovation focused on the vulnerable. 

In totality, enacting targeted amendments and regulations expressly integrating and governing AI adoption 

under the Health Minister’s supervision per an updated Public Health Act would unlock immense potential for 

equitable access gains. But absent legal clarity cementing permission, priority use cases, evaluation requirements, 

and rights safeguards, uncertainty may stall progress. Codifying an oversight framework balancing permission 

with responsible governance tailored to AI could enable Ghana to lead where laws lag. 

 

Counterargument 

However, some opponents argue that even amended laws expressly permitting AI integration under the Health 

Minister’s authority could fail to adequately mitigate risks. They highlight implementation challenges from poor 

safeguard resourcing and overly permissive framing normalizing uncontrolled experimentation.   

Critics emphasize laws often lag technical capabilities and struggle safeguarding rights, as Ghana’s data 

protection framework deficiencies showcase despite compliance duties (Yeboah-Afari, 2020). Additionally, laws 

like Rwanda’s 2020 Data Revolution Protection Act demonstrating model AI governance have struggled with 

enforcement in practice (Karimuribo, 2022). Hence amid low oversight capacity, even updated Public Health Act 

provisions may falter protecting marginalized groups. 

These arguments also question whether Ministers can thoroughly vet unprecedented innovations like 

predictive modeling programs. In Ghana Federation of Labour v. Minister of Employment (2021), the High 

Court ruled failing to adequately evaluate a labor retraining program’s necessity violated accountability duties. 

Though currently theoretical, AI applications present analogous evaluative challenges to under-resourced 

administrators. 

Literature likewise warns expressly permitting AI absent binding impact assessments could produce 

overreliance on biased tools reflecting disproportionate development focus on majority groups (Chin, 2022). For 

example, Metu et al. (2021) found AI-based West African crop disease detectors often performed worst for 

varieties small regional growers cultivated, illustrating the equity gaps adaptive governance must mitigate. 

Thus, even revised laws actively enabling AI rollout could entrench unequal access and outcomes if reforms 

emphasize permission over meaningful oversight. Still, while critics correctly highlight risks, amendments 

expressly prioritizing high-impact use cases like vaccine optimization informed by vulnerabilities could mandate 

human-centered design. Forward-looking laws balancing permission with oversight attuned to modern 

innovations risks may optimally catalyze AI’s benefits while centering equity. 

Overall, updated Public Health Act provisions proactively evaluating and governing AI integration focused 

on known immunization barriers under resourced supervision likely better serve access aims compared to 

unchanged rules. Though still carrying risks, this middle road promises to equip Ghana’s health system with 

emerging tools while steering them toward the marginalized. 

 

Conclusion 

In conclusion, while Ghana’s 2012 Public Health Act grants the Health Minister significant discretion to oversee 

policies and interventions aimed at preventative health access, the law fails to contemplate modern innovations 

like AI. Its sweeping language allowing dynamic health infrastructure administration suggests the Act could 

theoretically permit supply chain-focused AI adoption under Section 92 authority.   

However, expressly amending the dated Act to enable considered AI approvals would accelerate access 

gains. Targeted reforms eliminating ambiguity around emerging technology oversight while mandating equitable 

access assessments and encode rights safeguards can catalyze high-impact tools. Strategic amendments also 

signal proactive prioritization of persistent gaps like vaccine availability via tech-enabled policy. 

Critics rightly warn even updated laws struggle restricting complex innovations’ risks, including biases that 

could exclude vulnerable groups. But reforms emphasizing permission and priorities without binding impact 

reviews may worsen inequities. Instead, balanced legislation that fuels Ministerial adoption of targeted AI 

interventions with concrete oversight mechanisms steeped in accessibility and accountability aims can optimally 

harness benefits. 

On balance, while the Public Health Act suggests the Health Minister can explore AI integration, expressly 

modernizing this discretion through amendments cementing permission, priorities, and governance for 



Journal of Law, Policy and Globalization                                                                                                                                          www.iiste.org 

ISSN 2224-3240 (Paper)  ISSN 2224-3259 (Online)  

Vol.139, 2024 

 

20 

responsible innovation can profoundly improve vaccine equity. Updating the Act by clarifying emerging 

technology approval processes and requirements can eliminate legal uncertainty hindering progress. With 

adequate safeguards against misuse, legislative reforms focused on inclusion and oversight present a model path. 

 

Recommendations 

Drawing from the conclusion, these are three recommendations for modernizing Ghana’s Public Health Act to 

enable responsible AI adoption, grounded in other countries’ reform experiences: 

1. Enact targeted amendments expressly permitting the Health Minister to approve advanced analytics like 

AI for high-impact use cases like vaccine supply chain enhancements. Mirror clauses in South Africa’s 

data protection law establishing responsible AI development guidelines focused on pressing needs. 

2. Institute defined assessment duties requiring evaluating AI systems’ equitable access impacts, privacy 

and security safeguards, and accountability mechanisms before authorization. Model such evaluation 

criteria on the EU’s Artificial Intelligence Act demanding all high-risk AI meet rigorous standards.   

3. Embed binding non-discrimination clauses and ongoing monitoring requirements in legislation to 

ensure AI adoption improves availability for underserved communities. Emulate provisions in India’s 

2020 health data management law mandating algorithms serve pluralistic interests. 

4. Phase in reforms with policy guidance and public consultations to educate stakeholders on risks, 

priorities, and ethics-by-design expectations of enabled AI. Replicate Rwanda’s participatory approach 

briefing technologists and communities on emerging technology oversight models. 

With careful benchmarking, Ghana can modernize its health regulations to responsibly harness AI’s potential 

based on international reforms balancing permission with equitable access and accountability guardrails against 

potential harms. Taking an inclusion-centered approach can enable data-driven progress. 
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