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Abstract

The effect of distance metrics on the retrievafgrenance of CBIR system characterized by textuatuiees was
evaluated in this paper. Tamura and Gabor Wavedestorm texture features were used to createehtife
vector database and to match 4 sample query imagppectively with the image database of 400 and 600
images of four different classes Euclidean distai@&nhattan distance, Cosine angle distance, Qtiedoam
distance and Pearson correlation were used. Thevatperformance was evaluated using the avepaggsion
with the distance measures. Evaluated results ff@aCBIR system algorithm shows that Manhattaradist
metric gave the best retrieval performance on #egluwo set of image database.

Keywords. Content-Based Image Retrieval, Feature extracbBistance metrics

1. Introduction

Advancement in image acquisition and data stotagenologies has resulted into creation of largagen
dataset of diverse modalities and for differentli@pgion domain. However, as the volume of digitalage
libraries are growing rapidly for different applizas (ranging from personal image library to welages),
developing technique for image retrieval has becammeajor challenge. Our objective solution appro@cto
develop system that employs feature derivable feomimage, such as colour, texture and shape tevetr
image from large image database. Such systemsamraly known as Content-Based Image RetrievaliREB
system. Techniques that are used in developing C&Btems (either basic or sophisticated type) agely
dependent on feature extraction and similarity memamong other things. The technique is expect@iddduce
systems that are time efficient and accurate [1].

The importance of texture as feature used to cheniae image feature database in CBIR system ¢dyeo
overemphasized. Texture is a very important lovelgroperty of majority of images (especially natumage
e.g. fruit, skin, cloud, rock, tree, fabric etchough not well defined, texture can be viewed agépresentation
of visual content over a region of pixels, depigtirepetition of patterns over such region in angeaThe
importance of texture is evident in the number oblshed articles that employs it as part of theature
descriptors [5-10].

Methods used to extract useful texture informatwe numerous example includes Tamura features [2],
Wold decomposition [11, 12], co-occurrence matrif@ 21] and multi-resolution filtering techniquesch as
Gabor filtering [13] and wavelet transform [14, 1%Jowever, Tamura, co-occurrence matrices and Gabor
Wavelet features are widely used for image retti¢l@]. This work is thus prompted to gain insighto the
effect that choice of distance metric will have the retrieval performance of CBIR system charargeriby
such texture feature.

The remainder of this article is organized asofef; Section 2 presents the study on Tamura an@iGab
wavelet texture feature extraction techniques. iGecB, discussed Content-Based Image Retrievalesyst
Algorithm used for the experiment. Section 4 présetie experimental results. The section 5 presents
conclusions.

2. Visual Feature Extraction

Feature extraction is the base for image retrieVhe extracted visual image features are forme&esgure
Vector Database. The features can be classifiggtiasral features such as texture, shape and c&@ounpared
to all the visual features, texture features passhe properties for capturing semantic featuresmages
because it has an inclusive contribution of varigusy levels within the image. Also texture haseptigls as
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periodicity and scale. It is this that makes textarparticularly interesting facet of images. Tyaarand Jain
categorize the various texture analysis methodsfour groups: statistical, geometrical, model-ldaaerd signal
processing-basefd8]. The most commonly used statistical texture amaly®thods are Tamura feature, shift
invariant principal component analysis (SPCA), kerupower spectra, Wold decomposition, and co-aecuoe
matrices. In this section, Tamura texture featareb signal processing with Gabor wavelets are atudi

21 Tamura Features

Tamura et al took the approach of devising texfeegures that correspond to human visual peraeplip
They defined six textural features (coarsenesstrasin directionality, line-likeness, regularitydaroughness)
and compared them with psychological measurememtshéiman subjects. The first three attained very
successful results and are used in our evaludiimth, separately and as joint values.
Coarseness has a direct relationship to scale and repetiteies and was seen by Tametaal as the most
fundamental texture feature. An image will contsértures at several scales; coarseness aims ttfyddre
largest size at which a texture exists, even whesmaller micro texture exists. Computationally @irst takes
averages at every point over neighbourhoods, tieati size of which is powers of 2. The average ther

neighbourhood of size x 2% at the point(x, y) is

x+2K gyl ”e
Axy)= > > f@i)2 1)
i=x-2K"tj=y-2k1
Then at each point one takes differences betweedrs md averages corresponding to non-overlapping
neighbourhoods on opposite sides of the point th borizontal and vertical orientations. In theibontal case
this is
E — k-1 5y _ _ k-1
k,h(xv y)_ Ak(X+2 !y) Ak(x 2 vy) (2)

k-1

At each point, one then picks the best size whighggthe highest output value, whdtenaximizesE in either

k
direction. The coarseness measure is then thegevefesopt (X, y) =2 Pt over the picture.

Contrast aims to capture the dynamic range of grey levelarinmage, together with the polarization of the
distribution of black and white. The first is meesdli using the standard deviation of grey levels thedsecond
the kurtosisa4. The contrast measure is therefore defined as

Feon=0c/(a,)" where a4:,u4/0“ (3)

Hy is the fourth moment about the mean amtlis the variance. Experimentally, Tamura foumet 1/4 to give

the closest agreement to human measurements.sTthis value we used in our experiments.

Directionality is a global property over a region. The featurecdbsed does not aim to differentiate between
different orientations or patterns, but measurestthal degree of directionality. Two simple masks used to
detect edges in the image. At each pixel the anglk magnitude are calculated. A histograhﬂhd of edge

probabilities is then built up by counting all ptsrwith magnitude greater than a threshold and tigiag by the
edge angle. The histogram will reflect the degredi@ctionality. To extract a measure froIFhd the sharpness

of the peaks are computed from their second moments
2.2 Gabor

One of the most popular signal processing baspdoaphes for texture feature extraction has beerusie
of Gabor filters. These enable filtering in theguency and spatial domain. It has been proposadGhhor
filters can be used to model the responses of timah visual system. Turner [19] first implementbd tby
using a bank of Gabor filters to analyze texturebakk of filters at different scales and orientasicallows
multichannel filtering of an image to extract freqay and orientation information. This can thenused to
decompose the image into texture features.

Our implementation is based on that of Manjunathl €3, 4]. The feature is computed by filterirgpt
image with a bank of orientation and scale seresfiiters and computing the mean and standard tiemiaf the
output in the frequency domain.

Filtering an imagd (x, y) with Gabor filters 9 designed according to [3] results in its Gabor vetve

transform:

W (6 V) = [ 106 Y)g0, (X=X, y = y;)dxdy, (4)
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The mean and standard deviation of the magnihaqﬂ are used to for the feature vector. The outpufdtefs

at different scales will be over differing rang€sr this reason each element of the feature véstoormalized
using the standard deviation of that element adtesgntire database.

3. Content-Based | mage Retrieval system Algorithm Using Tamura and Gabor Wavelet Transform

CBIR (Content Based Image Retrieval) have receii@dnsive courtesy in the literature of image
information retrieval, and consequently an expamsiange of techniques has been implied. The flow of
algorithm involved in the proposed CBIR systemhiewn in Fig. 1. The basic step involved in the &l is
in the following phases:

* Phase l:Visual Feature Extraction

» Phase Il: Classification of Features

e Phase llI: Similarity measurements

3.1 Phasel: Visual Feature Extraction

Features are used to represent the characteradtioages, extract the most conspicuous featunat t
represent maximum relevant information and fornomglete feature vector database. The most widedg us
features in CBIR and medical imaging is texturetdess. In this study Tamura texture features anboGa
Wavelet Transform are used for feature extraction

3.2 Phasell: Classification of Features

The feature vectors optimized in different poits a texture images are not identical. Training the
classification systems with these optimized featweuld raise the accuracy rate. The elements afénfeature
sets are categorized into a limited number of sdpar discrete classes using a mathematical dlze#oin
process. The steps are: (1) Train the classifinegigstem on the Optimized feature set associatél tive
classes of interest. (2) Using classification decigule, the classification-system decides whitds€ apiece
optimized features pixel most looks like the featurThe most widely used classification algorithens K-
nearest neighbor, Fuzzy C-Means clustering, Deati$iee, and Bayesian Classification.

33 Phaselll: Similarity M easurements

A query image is any one of the images from imdgebasehat are similar to the query image specified by a
uset This query image is processed to compute theifeatector. Distance metrics are calculated betwhken
query image and every image in the database. Thieps is repeated until all the images in thebdesta have
been compared with the query image. After compietive distance algorithm, an array of distancesbtained
and which is then sorted. In the presented work fipes of similarity distance metric are usediasrgbelow:

3.3.1 Euclidean Distance

Euclidean distance is the most common metric feasaring the distance between two vectors andssussed and
implemented in a number of content based imagéevedr approaches. It is applicable when the imaggtufre vector
elements are equally important and the featureoveetre independent of one another. The Euclidesante can simply be
described as the ordinary distance between twoesalll is given by the square root of the sum &f skquares of the

differences between vector components. The Eudlidtiatance between the feature vectéts (py, Po,--, P,) and
Q= (04,0, **,qy) is expressed by

ED=\>"_ (P~ ) (5)

where N is the length of the feature vector aBlis the distance between the two vectors. The Eemtidlistance provides
the most obvious approach to calculating the distdmetween two feature vectors along with one ithakery simple to
implement with a low level of complexity. For thesasons it provides a good method for featureovextmparison.

3.3.2 Manhattan distance

If the Euclidean distance is considered as ttedgstt line distance between points then the Maahatiistance is the
two sides of a square approach. It is this thagégihe technique its name since Manhattan is latidnocity blocks forcing
you to walk 2 sides of a square in order to getwdngye. The Manhattan distance between feature nrgecto

P=(py, P2, Pn) @and Q = (¢, 0, dy) is expressed by
n
MD=Y" _|pc-a (6)
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333 Cosine angle distance

If we consider two vector® and Q where P =(p;, po,---, P,) and Q = (&;,9y,- -+, d,) then Cosd may be
considered as the cosine of the vector angle betweand Q in ndimension [17]. CAD is define as follows

CAD (P,Q) = @)

One important property of vector cosine angle & thgives a metric of similarity between two arst unlike
Euclidean distance, which give metrics of dissinitiles

3.34 Quadratic-form distance
The quadratic distance between two feature vedtoasd Q is given by:

QD (P,Q) = (h, —hy)" A(h, - h) 8)
where A=[a;] is a similarity matrix.a; denotes the similarity between elements with indexand | .

3.35 Pearson correlation
The pearson correlation coefficient betwefeature vectorsP = (py, py,---, Py) and Q= (¢,0,,-++,0,) is
expressed by

e feg

i=1 p q

where _p anda are the average of values pfand g also o, and g, are the standard deviation of these

values respectively.

40 Experimental Results

This proposed CBIR framework is implemented in MAB platform with two image database used to
check the performance of the algorithms develodda first database consists of 400 images of 4mdifit
classes while the second image database consis&B)®fimages of the same number of classes. Some
representative sample images which are used ag goages as shown in Figure 2.

To evaluate the algorithms Tamura and Gabor Wavetnsform methods are used in extracting only the
features that are useful in retrieving images ftedatabase. This simplifies the system, incretseaccuracy
and degrades the complexity of the system. Tamomebined with Gabor Wavelet Transform feature exioac
method are used to compare with it. We have used different similarity measures (Euclidean dis&nc
Manhattan distance, Cosine angle distance, Quaeiatin distance and Pearson correlation) to matshmMple
qguery images with the image database of 400 andifd@@es of four different classes respectively. rage
Precision is calculated and the graph is drawn éetwAverage precision with distance measures asrsiho
Fig. 3 and Fig. 4.

The Precision performance analysis of Fig. 3 shtvas, for Tamura feature; Manhattan metric distanc
gave a better retrieval performance when comparemther distance metric in terms of their precisidny for
the Gabor Wavelet transform; Manhattan metric distaalso gave a better retrieval performance when
compared to other distance metric, likewise wheth bexture feature of Tamura and Gabor filter amlined,
Manhattan distance metric also came tops in teifrtisedr retrieval performance.

Performance analysis of Fig. 4 shows that for Trantexture feature; Cosine distance gave a bedtgeval
performance compared to other metric distancesewhil Gabor wavelet transform; Manhattan distanegrim
came tops. Manhattan distance metric also gavéterletrieval performance compared to other metistance
when both texture features are combined.
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Figure 1: Diagrammatic Representation of Content-Based | mage Retrieval System

5.0 Conclusion

The search for the relevant information in the dadptabase has become more challenging. More etécis
retrieval techniques are needed in such casehidmaper framework for content based image redtisystem
was presented. Texture Features are extracted Tiaimgra feature and Gabor Wavelet transform anmedto a
feature vector database. Euclidean distance, Merhdistance, Cosine angle distance, Quadratic-thstance
and Pearson correlation were used to match the dample query image with four classes of [Buildings
Portraits, Human picture and Animals ] 400 and B@ges from image database. Results from the Cpéem
algorithm shows the performance with respect toenel accuracy of each distance measure using fl@amu
feature, Gabor Wavelet transform features and coatioin of both texture feature extraction method.
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Figure 2: Sample Query Images of the first and second image database
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