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Abstract

The Aim of this work is to assess the EffectivenesRule Based Classifiers to help an Oncology Doct
for prediction of Breast Cancer Recurrence ,286c€apatient data ,obtained from UCI Machine leagnin
Repository ,are used to determine Recurrence EvientBlew patients .This dataset is processed with
WEKA Data Mining Tool ,by applying Rule Based Clifisss(RIPPER,DT,DTNB) and Rule Set is
generated .Further from Experimental Results, & baen found that DTNB is providing improved
Accuracy compared to other two Classifiers .Basadthe patients’ characteristics and the Rule set
generated by DTNB ,New patients may be labeled exseldping or not ‘Recurrence Events ’thus
supporting an Oncology Doctor in making Decisiohewt disease in a shorter time.

Keywords: Medical Data Mining, KDD, Breast Cancer Recurrenchssification, Association, WEKA,
Rule Based Classifiers

1. Introduction

Breast Cancer is the leading cause of deaths in&la@ne in Nine women is expected to develop Breast
Cancer .Breast cancer can recur at any time, Bgt owfahe Breast Cancer recurrences occur intfirgte

to five years of initial treatment .Breast cancan come back as a local recurrence (in the treBiteast or
mastectomy scar) or as a distant recurrence somewelse in the body .

1.1 Problem Definition and our Proposed Technique

The nature of the Medical Data is Noisy, In complahd Uncertain. Too much of the Medical Data are
now collected due to the computerization. Too mligease markers (attributes) are also available in
decision making. The Relationships and patternsimithis Medical Data could provide New Medical
Knowledge and enhance our Knowledge of diseasergsspn and management .Evaluation of stored
medical data using the tools like WEKA (Waikato Eomment for Knowledge Analysis) may lead to
discovery of trends and patterns. Techniques agdetkbto search large quantities of this MedicabDat
these Patterns and Relationships. The major clydléscing Health Industry is the Quality of Servate
affordable costs. A Quality of Service means diaymg the patients correctly and treating them athye
Poor Clinical Decisions can lead to disastrousltesuhich is unacceptable. In this Context Medibata
Mining came into existence.

Data Mining also referred to as -Knowledge Discgvém Databases or KDD, is the search for
Relationships and Global Patterns that exist inLimge Data Bases but areidden” among vast amounts
of data . Classification and Association are twahamisms to represent Extracted Information. Evestm
technologically advanced Hospitals in India havesooh software that predicts a disease through KDD
process or through a Data Mining Technique. OurR\dtempts to predict efficiently the Breast Cancer
Recurrence (as a particular disease) using Cleadn Data Mining Technique, Thus helping an
Oncologist to diagnose and treat the disease o §ime and over come the problems stated ablate t
Persists in the Medical Data and Health Industry.

The rest of the paper is organized as follows. Tbecept of Rule Based Classifiers and some of the
advanced Rule Based Classifiers - discussed indBe2t and in Section 3- Methodology for our progobs
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work has been detailed; Section 4 outlines the Besmd Section 5 illustrates Conclusions and &utur
work.

1.2 Literature Survey

Up to Now, Several studies have been reportedhidnad focused on Medical Diagnosis .These studies ha
applied different approaches to the given problah lzave achieved higher prediction accuracies ngngi
from 62% or higher, Using the dataset from UCI Maeh_earning Repository .

Belciug,S. ; Gorunescu ,F. ; Salem ,A,-B.; Gorunosdd.; have accessed the effectiveness of three
different Clustering algorithms used to detect Bte@ancer recurrent events and Experimental Results
showed that Best Performance was obtained by &@litwork followed by SOM and K —means. Based

on the Patients segmentation regarding the ocaerefi Recurrent Events, New Patients were labeled
according to their Medical Characteristics as dgpielg or not recurrent events.

Machine learning approaches have focused on mddajs neural nets, Bayesian nets, hyperplanes) tha
are unfamiliar to most non-analyst users. Althodgta mining models in the form of if- then rulespfa

and Hong, 1996; Holte, 1993; Michal ski et al.,8P&lecision trees [Quinlan, 1993] and associatides
[Agrawal et al., 1996; Han and Fu, 1995; Liu ef18198] are considered to be easy to understant|gms
arise when the size of trees or the number of robEome very large. Many successful applicatioas th
employ association rule mining algorithms tend todoice very large numbers of rules. Recent work on
identifying “interesting” rules and on visualizatiotechniques has been done to improve the
comprehensibility of the models [Bayardo and Agravi®99; Liu et al.,1999]. Decision trees are often
viewed as one of the most comprehensible modelghdiosurprise, Kohavi and Sommerfield [Kohavi and
Sommerfield, 1998] found that it took longer thagpected to explain the meaning of decision treeetsod

to their clients. Rule Based Classifiers like DegisTable, on the other hand ,are easy to interpnet
explain because of widespread familiarity with thbular representations in spreadsheets and metio
databases.However, relatively little work has bekme on algorithms that use decision tables as
representations of hypotheses induced from datpsehaps because complex models tend to be more
accurate [Kohavi and Sommerfield, 1998]. Users hamewould often be willing to sacrifice some
accuracy for a more easily interpretable model, éndould be useful to know how well Rule Based
Classifiers like decision tables, DTNB (DecisionblEawith Naive Bayes’) can perform in abstracting
accurate yet comprehensible models from the Mediat.

Hence, We Propose —A Novice Predictive Modelingrapph known as Rule Based Classification as an
alternative technique to decision trees, Assoaiatides, Neural networks, Bayesian Networks in erhof
Predictive analysis of Breast Cancer Recurrencether Owing the working principle of Rule Based
Classifiers and their advantages, we have genesafade Set which can predict Breast Cancer Rewcere
using the Patients’ Characteristics (attributeblst Helping an Oncologist in Predicting Breast @anc
Recurrence

2. Rule Based Classifiers

A Rule Based Classifier is a technique for classgyrecords using a collection of “If .... Then... ”

Rules .Figurel shows an example of a Model gengratea Rule Based Classifier for a vertebrate
Classification problem .The Rules for the model @mgresented in Disjunctive Normal Form ,R=(r1 v r2
v ...rk),Where R is called asRule Setind ri's are calle€lassification Ruler Disjuncts
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Table 1. Example of Rule Set Vertebrate ClassificaProblem

rl:(gives birth=no )" (Aerial creature=yes)—» Birds
r2:(gives birth=no) ~(Aquatic Creature =yes}— » Fishes
r3(Gives Birth=yes)(BodyTemperature=Warn)}—» Mammals
r4(Gives Birth =no) ~(Aerial Creature=no0) —» Reptiles
r5:(Aquatic Creature=semi) » Amphibians

2.1 Advantages of Rule Based Classifiers

= Produce Descriptive Models ,which are easier terpret, but gives comparable performance to
decision tree Classifiers

= The Rule Based Classifiers create rectilineartitars of attribute space and assign class to
each partition, nevertheless if Rule Based Classiflows multiple rules to be triggered for a give
record ,then more complex decision boundary cacobetructed

2.2 Working Principle

The Rule Based Classifier classifies a test rebagbd on rule triggered by a record .To illustredes a
Rule Based Classifier works ,Consider a rule seows in the Table 2 and the following Vertebrates

Table 2 .Working Principle of Rule Based Classtier

Name Body Temperature Skin Cover Gives Birth Aquatic Creature
Lemur Warm Blooded Fur Yes No

Turtle Cold Blooded Scales No Semi

Dog Fish Cold Blooded Scales Yes Semi

Shark Cold Blooded Scales Yes Yes

The Working Principle of Rule Based Classifiershewn in Table 2.A Rule Based Classifier class#i¢sst
record based on the rule triggered by the recoodlldstrate how a Rule Based Classifier works Sder
the Rule Set shown in Table2 and the following eferates

e The First Vertebrate, which is a Lemur, is aWarradgled and gives birth to its young. It triggers
the Rule r3 ,and thus ,is Classified d8/ammal”.

e The second vertebrate, which is a Turtle, triggleesrule r4 and r5, since the Classes predicted by
the rules are contradictory (reptiles versus amiph#),their conflicting classes must be resolved

« None of the Rules are applicable to Dogfish Shémkthis case ,we need to ensure that the
classifier can make a reliable prediction even ¢foa teat record is not covered by any Rule

2.3 Advanced Rule Based Classifiers

Recently Number of Rule Based Classifiers has Ipeeposed to get good Rule set; some of them are as
follows
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2.3.1 Ripper

In our Experiment Java class implementing a Projposil Rule learner, RIPPER (Repeated Incremental
Pruning to produce Error reduction) which was psgzbby William .W.Cohen is run against the Breast
Cancer Dataset taken from UCI Machine Learning Ripy in WEKA Environment. The Algorithm is
briefly described as follows

Initialize RS = {}, and for each class from thedgwevalent one to the more frequent one,
DO:
1. Building stage:

Repeat 1.1 and 1.2 until the description length)(DiLthe rule set and examples is 64 bits gredtan the
smallest DL met so far, or there are no positivengples, or the error rate >= 50%.

1.1. Grow phase:

Grow one rule by greedily adding antecedents (aditions) to the rule until the rule is perfecte(i100%
accurate). The procedure tries every possiblesvaiieach attribute and selects the condition hiigfmest
information gain: p(log(p/t)-log(P/T)).

1.2. Prune phase:

Incrementally prune each rule and allow the prurdhgny final sequences of the antecedents; Theiqgu
metric is (p-n)/(p+n) -- but it's actually 2p/(p+r), so in this implementation we simply use p/(p+n
(actually (p+1)/(p+n+2), thus if p+nis 0, it's P.5

2. Optimization stage:

After generating the initial rule set {Ri}, gen&gaand prune two variants of each rule Ri from canided
data using procedure 1.1 and 1.2. But one varmmenerated from an empty rule while the other is
generated by greedily adding antecedents to thggnatirule. Moreover, the pruning metric used hisre
(TP+TN)/(P+N).Then the smallest possible DL for keaariant and the original rule is computed. The
variant with the minimal DL is selected as the firgpresentative of Ri in the ruleset.After all thubes in
{Ri} have been examined and if there are still desil positives, more rules are generated basedhen t
residual positives using Building Stage again.

3. Delete the rules from the rule set that wouliteéase the DL of the whole rule set if it weretirand add
resultant rule set to RS

END DO
2.3.2 Decision Table

In our Experiment, A Java Class for building anthgsa simple decision table majority Classifieris
against the Breast Cancer Dataset derived fromN&ihine Learning Repository. Given a training det o
labeled instances, an induction algorithm buildglassifier. There are two variants of decision table
classifiers based conceptually on a simple lookalglet The classifier, called DTMaj (DecisionTable
Majority) returns the majority of the training sétthe decision table cell matching the new instaie
empty, i.e., it does not contain any training ins&s.

A decision table has two components- A schema, lwisca list of attributes and a A body, which is a
multiset of labeled instances. Each instance ctinefsa value for each of the at- tributes in tbleesna and
a value for the label. The set of instances withghme values for the schema attributes is caltsdl.a

Given an unlabeled instance, ~x, the label assigméuk instance by a decision table classifieoimputed
as follows. Let | be the set of labeled instancethée cell that exactly matches the given instangevhere
only the attributes in the schema are required to match and all other attributes are ignored. If I #0;; return
the majority class in | , breaking ties arbitrari@therwise (I = 0;), A DTMaj returns the majoritiass in
the decision table ,can be implemented in a unifdrash table
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2.3.3 Decision Table with Naive Bayf3TNB)

In our Experiment, A Java Class for building anthgsa decision table/naive bayes hybrid classifieun
against Breast Cancer dataset derived from UCI Machearning Repository. The algorithm for learning
the combined model (DTNB) proceeds in much the sameas the one for stand-alone DTs. At each point
in the search it evaluates the merit associateld sytitting the attributes into two disjoint sulsedne for
the DT, the other for NB. We use a forward selectiwhere, at each step, selected attributes arelethd
by NB and the remainder by the DT and all attrisuiee modeled by the DT initially. At each steg th
algorithm also considers dropping an attributerehtifrom the model.

3. Proposed M ethodology

The Breast Cancer Dataset obtained from UC- Ireirdhive of Machine Repository has 201 instances of
One Class and 85 instances of other Class .Thanios$ are described by 9 attributes some of whigh a
Linear and some are Nominal.

Attribute Information:

1.Class:no-recurrence-events,recurrence-events

2. age: 10-19, 20-29, 30-39, 40-49, 50-59, 60-6979, 80-89,90-99.
3.menopause:[t40,ge40,premeno.

4. tumor-size: 0-4, 5-9, 10-14, 15-19, 20-24, 253934, 35-39,40-44,45-49,50-54,55-59.
5.inv-nodes:0-2,3-5,6-8,9-11,12-14,15-17,18-20,2122-26,27-29,30-32,33-35,36-39.
6.node-caps:yes,no.

7.deg-malig:1,2,3.

8.breast:left,right.

9. breast-quad: left-up, left-low, right-up, rigltwv, central.
10. Irradiat: yes, no.

The Proposed Methodology for the automation of Bré&ancer Health Records is depicted in fig 1. The
Experiments are carried out as depicted in the. figitially Breast Cancer Data Set Collected fror@IU
Machine Learning Repository is Pre Processed tod®enMissing Values in order to make it suitable for
Mining Process. Once the Pre Processing gets &ude Based Classifiers like DT,DTNB,RIPPER are
applied one by one, and accuracy is measured .DFM&s better accuracy compared to other two rule
based classifiers .Hence the Rule Set generat@I b\B is stored in MS-Access Database

A New patient is labeled by validating the Rule sigbwn in Table 7 generated by DTNB and by usimg th
working principle of Rule Based Classifier and Bat$’ Characteristics.

_‘\\

COLLECTION FRE- RULE
OF PATIENTS PROCEZZING BAZED
RECORDS CALZEI
(TARIMING FIER
SET) p.

NEW PATIENT
DATA

‘RECURRENCE’
OR MO
RECURRENCE
EVENT

Figure 1. .Proposed Methodology for Breast Can@auRence Detection
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4. Experimental Results
The Classification Accuracy of the three class#irm against Breast Cancer dataset is shown ile Bab
Table 3 -Classification Accuracy of RIPPER, DT, &NB

Sl no Dataset RIIPER DT DTNB

1 Breast Cancer 72.27% 72.72% 75.17%

The Confusion Matrices dRIPPER, DT, and DTNByhen run against Breast Cancer Dataset are shrown i
Table 4, 5, 6 respectively. Table 7 gives the oesvwof Rule Set Generated by DTNB.

We Employed four Performance Measures —PrecisiecalRMeasure and ROC Space .A distinguished
Confusion Matrix (Contingency Table) is obtainedcilculate the four measures .It contains ,Tlile ce
which denotes the number of Samples Classifiedwss while they were true(TP) and the Cell which
denotes the number of Samples Classified as Fdide they were False(TN) . The other two cells deno
the Number of Samples Misclassified —Specificalig Cell denoting Number of Samples Classified as
False while they were actually true (FN) and thedl @enoting Number of Samples Classified as True
while they were actually False (FP) .Once the Csinfu Matrix is constructed ,The Precision Recal an
F-Measure are calculated as follows.

Recall=TP/ (TP+FN) (1)
Precision=TP/ (TP+FP) 2)
F-Measure= (2*TP)/ (2*TP+FP+FN) €]

Precision measures percentage of actual Patiefts ginong patients that get declared disease .Recall
measures percentage of actual patients that weoedired .F-Measure balances between Precision and
Recall. AROC (Receiver Operator Characteristigcsp is defined by FP Rate and TPR Rate as X and
Y Axes respectively

TPR=TP/ (TP+FN) (4)
FPR=FP/ (FP+TN) (5)
Table 4: Confusion Matrix of RIPPER
TP Rate FP Rate Precision Recall F-Measure ROCQC Class
Area
0.846 0.635 0.759 0.846 0.8 0.589 No-RecurrencedSve
0.365 0.154 0.5 0.365 0.422 0.589 Recurrence-Bvent

Table 5: Confusion Matrix of DT

TP FP Precision Recall F-Measure ROC-Area Class

Rate Rate

0.91 0.765 0.738 0.91 0.815 0.638 No-Recurrencevsve
0.235 0.09 0.526 0.235 0.325 0.638 Recurrence-Bvent
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Table 6: Confusion Matrix of DTNB

TP Rate FP Rate Precision Recall F-Measure ROC Afekass
0.896 0.35 0.769 0.896 0.828 0.676 No-Recurrenasy
0.365 0.104 0.596 0.365 0.453 0.676 Recurrence-Events

Table 7: Rule Set of DTNB

age menopse | tumor-size| invaodes| breast| breastquad| Class

5059 premeno 35-39 6-8 right| right up no-recurrence-events
6069 ge40 15-17 15-19 left| right-low no-recurrengerds
40-49 premeno 45-49 12-14 right| right up no-recurrence events

5. Conclusion and Future Work

In this paper, we have discussed need for Datangiim the Medical field. In this context we have
discussed a New Predictive Modeling approach knawnRule Based Classification as an alternative
technique to Neural Networks, Bayesian Networksciflen Trees and Association Rules along with its
advantages and working principle. We have assdbgsegerformance of three rule based classifierseham
DT, RIIPER and DTNB and found that classificatiastaracy of DTNB is better compared to other two
classifiers, when run against Breast Cancer Dataebttined from UCI Machine learning Repository.
Further we have found Rule set containing someestig rules which were easy to interpret and liami

to represent them in spreadsheet were obtained BdNB.The Experimental results also reveal that
DTNB is an efficient approach for extraction of teats from Breast cancer dataset. In the Futurek\Wor
Decision Table can be combined with Genetic Aldonitto reduce the attributes for the prediction rdad3t
Cancer Recurrence through a Graphical User Interfac-Fuzzy Weighted Association Rule Mining
Technique may be used along with a GUI and may 4= 4o label new patients as developing or not
Breast Cancer Recurrence Events
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