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Abstract

For any business to be successful it must findreepeway to approach its customers. Marketing play
huge role in this. Mass marketing and direct mamketire the two types of it. Mass marketing targets
everybody in the society and thus it has less immac valued customers where direct marketing
concentrates mainly on these valued and un loysloouers and promotes only to them which in turn
makes profits. For this separation of customesset on their loyalty data mining algorithms armls@re
used. In this paper we discussed the approach gi&imentation of data mining for direct marketinge W
mainly concentrated and studied on why we apply daining for direct marketing, how we apply and
problems one faces while applying data mining cphéer direct marketing and the solutions for thiem
direct marketing.
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1. INTRODUCTION

In marketing a product ,there are several forms sfb disciplines, and one of them is
direct marketing which involves messages senttliréo consumers usually through email, telemaniget
and direct mail.As the traditional forms of advarig (radio, newspapers, television,etc.) may mothe
best use of their promotional budgets, many congsaor service providers with a specific market thie
method of marketing.

1.1 Where we use direct marketing

For example, a company which sells a hair lossegmgon product or life insurance policy would hawee
find a radio station whose format appealed to oldale listeners who might be experiencing this (b
There would be no guarantee that this group woeldidbening to that particular station at the exaoe
the company's ads were broadcast. Money spentadi@spot (or television commercial or newspagr a
may or may not reach the type of consumer who wbalthterested in a hair restoring product.

This is where direct marketing becomes very appgalinstead of investing in a scattershot means of
advertising, companies with a specific type of ptatd customer can send out literature directla tiist of
pre-screened individuals. Direct marketing firms aynalso keep addresses of those who match a certain
age group or income level or special interest. Macturers of a new dog shampoo might benefit from
having the phone numbers and mailing addresses ef ¢tore owners or dog show
participants. Direct marketing works best whenrd@pients accept the fact that their personalrimtdion
might be used for this purpose. Some customereiptefreceive targeted catalogues which offer more
variety than a general mailing.

2. DATA MINING
Data mining is the process of extracting hiddengpas from data. It is commonly used in a wide eanf)
profiling practices, such as marketing, surveilancfraud detection and scientific discovery.

Generally, data mining (sometimes called data @wkedge discovery) is the process of analyzing data
from different perspectives and summarizing it io8eful information - information that can be used
increase revenue, cuts costs, or both. Data misaftyvare is one of a number of analytical tools for
analyzing data. It allows users to analyze datanfreany different dimensions or angles, categotizanid
summarize the relationships identified. Technigallgta mining is the process of finding correlasiar
patterns among dozens of fields in large relaticlashbases.

2.1. Data mining in direct marketing
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As we already discussed, in Direct marketing, catreges on a particular group of customers( noalloy
and beneficial).So, the data mining technique dallee Supervised Classification is used to classify the
customers for marketing.

2.2 The Process
DMT will extract customer data, append it with exdive demographic, financial and lifestyle inforioat
then identify hidden, profitable market segmentt #ire highly responsive to promotions

2.3 Decision tree

A Decision tree is a popular classification teclugdhat results in flowchart like tree structureengheach
node denotes test on a attribute value and eacithbrapresents an outcome of test. The leavessenire
classes. Using Training data Decision tree generatee that consists of nodes that are rules acll leaf
node represents a classification or decision. Hta dsually plays important role in determining djoality

of the decision tree. If there are number of clasieen there should be sufficient training datailable
that belongs to each of the classes. Decision taeespredictive models, used to graphically organiz
information about possible options, consequenced emd value. They are used in computing for
calculating probabilities.

CUSTOMER DATA

Example-

UNLOYAL

v A 4

ACTION A ACTION B

Fig 1:A decicion tree based on customer’s loyalty

2.4 Building A Decision Tree In Direct Marketing

Decision-tree learning algorithms, such as ID3 4r5Gare among the most powerful and popular priedict
methods for classification. So here in direct mangewe classify the customers on basis of theiitattes
like sex, age, location, purchase history, feedlubatkils etc.

2.5 Algorithm
C4.5 Builds decision trees from set of trainingadasing the concept of Information entropy.

The training data is a s&= sl, 2... of already classified samples. Each samsptexl, x2... is a vector
wherex1, X2... represent attributes or features of the sanjie.training data is augmented with a ve&or
=cl, c2... wherecl, c2... represent the class to which each sample bgldktgeach node of the tree, C4.5
chooses one attribute of the data that most effegtisplits its set of samples into subsets enddheone
class or the other. Its criterion is the normalizgdrmation gain (difference in entropy) that riksdrom
choosing an attribute for splitting the data. Thteilaute with the highest normalized informationirgés
chosen to make the decision. The C4.5 algorithm tleeurses on the smaller sublists. In genergbssite
C4.5 algorithm to build decision tree are:

1. Choose attribute for root node
2. Create branch for each value of that attribute
3. Split cases according to branches

4. Repeat process for each branch until all casteibranch have the same class.
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3. PROBLEMS IN CLASSIFICATION
According to Charles X.Ling and Chenghui Lithe sslification of data base involves the following
situations:

In the first situation, some (say X%) of the custosin the database have already bought the product
through previous mass marketing or passive promoois usually rather small, typically around 1t®a
mining can be used to discover patterns of buyerstder to single out likely buyers from the cunr@on-
buyers,(100-X%)of all customers. More specificatlgta mining for direct marketing in the first sition

can be discovered in:

1. Get the database of all customers, among whéha¥e buyers.

2. Data mining on the data set based on Geo-demloigranformation, transforming address and area
codes, deal with missing values, etc.

3. Applying algorithm to prepare objects, classes .

4. Evaluate the patterns formed by applying dmteesting set.

5. Use the patterns found to predict likely buysreng the current non-buyers
6. Promote to the likely buyers(called rollout).

In the second situation, a brand new produtt ise promoted to the customers in the data basegse
of them are buyers. In this case, pilot study isduwted, in which a small portion(say 5%) of thetomers
is choosen randomly as the target of promotion.iMgA% of the customers in the pilot group may
respond to the promotion. Then data mining is peréal in the pilot group to find the likely buyersthe
whole database.

Specific problems encountered while data mininglata sets for direct marketing are

1. Imbalance class distribution: Because only allsamaount of buyers are likely means positive butsin
of the algorithms can work on this type of seteythssume that 100% are unlikely. Many data minimdj
machine learning researchers have recognized amdledt this problem in recent years(Farwett &
Provost,19s96;Kubat, Holte, & Matwin; Lewis & CatlePazzani, Merz, Murphy, Ali, Hume & Brunk).

2. Predictive accuracy cannot be used as a suie@&iation criterion for the data mining process.
Classifying can be difficult. Means consideringelik buyers as non-buyers and non-buyers as buyers
should be avoided.

4.SOLUTIONS
Ranking of non-buyers makes it possible to choageraimber of likely buyers for the promotion.Itals
provides a fine distinction among chosen custorteeapply different means of promotion.

Lift analysis has been widely used in database katizng previously(Hughes,1996).A lift reflects the
redistribution of responders in the testing sedratfie testing examples are ranked.

5. CONCLUSION

Direct marketing is widely used in the fields of nketing like telemarketing,direct mail marketingam
marketing etc.,data mining is applied on this mankestrategy to avoid human flaws in classifyirg t
customers based on their loyalty.We discussedrbiglgms one faces in applying the datamining foedi
marketing and discussed their solutions.

6. ACKNOWLEDGEMENTS

This work was supported by Mrs. T Anuradha Assadgssor and Mr. M Suman Assoc. Professor
,Department of Electronics and Computer Sciencererging, KLUniversity.

7. REFERENCES

[1] J.R. Quinlan, Morgan Kaufmann, C4.5 ProgramrsMachine Learning. 1993.



Journal of Information Engineering and Applications www.iiste.org
ISSN 2224-5758 (print) ISSN 2224-896X (online) Ly
Vol 1, No.6, 2011 IIS'E

[2] A.Berson, K. Thearling, and S.J. Smith, BuilgiData Mining Applications for CRM. McGraw-Hill.
1999.

[3] G.K.Gupta, Introduction to data mining with eastudy ,Prentice Hall of India.2006.

[4] Mehmed Kantardzic, (2003), Data Mining: Consep¥lodels,Methods, and Algorithms, John Wiley &
Sons.

[5] Farwett & Provost,19s96;Kubat, Holte, & Matwliewis & Catleltl;Pazzani,Merz,Murphy,Ali, Hume &
Brunk.

[6]data-mine.com/white_papers/direct_marketing.

[7] The Application of Data Mining For Direct

Marketing Purushottam R Patil, Pravin Revankarskaat Joshi

Second International Conference on Emerging Tramé@mgineering and Technology, ICETET-09.



This academic article was published by The International Institute for Science,
Technology and Education (IISTE). The IISTE is a pioneer in the Open Access
Publishing service based in the U.S. and Europe. The aim of the institute is
Accelerating Global Knowledge Sharing.

More information about the publisher can be found in the IISTE’s homepage:
http://www.iiste.org

The 1ISTE is currently hosting more than 30 peer-reviewed academic journals and
collaborating with academic institutions around the world. Prospective authors of
IISTE journals can find the submission instruction on the following page:
http://www.iiste.org/Journals/

The IISTE editorial team promises to the review and publish all the qualified
submissions in a fast manner. All the journals articles are available online to the
readers all over the world without financial, legal, or technical barriers other than
those inseparable from gaining access to the internet itself. Printed version of the
journals is also available upon request of readers and authors.

IISTE Knowledge Sharing Partners

EBSCO, Index Copernicus, Ulrich's Periodicals Directory, JournalITOCS, PKP Open
Archives Harvester, Bielefeld Academic Search Engine, Elektronische
Zeitschriftenbibliothek EZB, Open J-Gate, OCLC WorldCat, Universe Digtial
Library , NewJour, Google Scholar

m EB O INDEX (\@‘ COPERNICUS
I N T E RN A TTITIT ON AL

INFORMATION SERVICES
ULRICHSWES,  JournalTOCs @

N A ;
. E'z B Elektronische
lBAS(E T— Q0@ Zeitschriftenbibliothek O

open
> )
OCLC v)

The world’s libraries. — U cDigitalLibrary —
Connected. WorldCat e

Ny

'- ¥
GEORGETOWN UNIVERSITY
LIBRARY



http://www.iiste.org/
http://www.iiste.org/Journals/

