Risk Management in Financial Information Systems using Bayesian Networks

Ann Kibe*, Prof Waweru Mwangi, Dr Stephen Kimani
School of Computing and IT, Jomo Kenyatta University of Agriculture and Technology, P O Box 62000-00200 Nairobi Kenya
* E-mail of the corresponding author: anncax@gmail.com

Abstract

During the last 20 years many technological advances have inundated the entire spectrum of our everyday lives. None of these advances has had such an impact like the IT revolution which can only compare with the Industrial Revolution of the 18th Century. The advent and acceptance of Information Technology as the norm rather than the exception has seen this sector move from a tedious and cumbersome manually managed and run sector, to an almost paperless industry that is almost entirely dependent on Information Systems. With the growth of the dependency on IT, the impact of risk concerns on the development and exploitation of information systems has also increased exponentially. Within the financial services industry, risk management involves assessing and quantifying business risks, then taking measures to control or reduce them. These methods are generally built around a well structured process. However, the product coming from the different risk management steps is still largely informal, and often not analytical enough. This lack of formality hinders the automation of the management of risk-related information. Furthermore, these risk management system focuses on specific phases of the software life cycle, without recognizing that risks in one stage can have an impact on other stages. This necessitates the proposed study in order to propose a generic approach that may be deployed to mitigate risks from the early stages of financial information systems development for daily financial institution operations until the post-implementation phases. This paper proposes a new approach for performing a risk analysis study of financial information systems. It is aimed at developing a generic approach for Risk Analysis and Management applicable from the early phases of information system development unlike in the existing models which are applied after the development process. It can be utilized for identifying and valuating the assets, threats, and vulnerabilities of the information system, followed by a graphical modeling of their interrelationships using Bayesian Networks. The proposed approach will exploit the results of the risk analysis for developing a Bayesian Network model, which presents concisely all the interactions of the undesirable events for the system. Based on “what-if” studies of system operation, the Bayesian Network model identifies and prioritizes the most critical events.
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1. Introduction

Information Communication Technology (ICT) has become an attractive means of improving the process of gathering information (Soliman and Janz, 2010). ICT systems now typically facilitate effective operational control within all functions in financial institutions, support the financial institution’s strategic planning and decision making, as well as increasingly help in managing the financial institution’s interface with its customers, suppliers and financial partners. There are different kinds of information systems for various financial institution functions. These include Human Resource Information Systems, Accounting Information Systems, Expert Information Systems, Enterprise Resource Planning Systems, Planning Support Information Systems and Marketing Information Systems.

The importance of Information Systems (IS) for the operation of financial institution nowadays is widely recognized, while security is one of the major concerns of IS management. A commonly used security management methodology is risk management, which is recommended by The International Standards Organization (ISO) (ISO/IEC, 2011), while The Computer Security Institute (CSI) (2011) emphasizes that risk management aspects of computer security have become important concerns to today’s financial institution. It is also recognized that risk management is affected by organizational elements, including social and cultural aspects (Karyda et al., 2010).

Whitman et al. (2007) points out that while some security issues may be common to most financial institution, others are “idiosyncratic to individual financial institution or industry groups”. Thus, there is not one security solution that is suitable for all financial institution. Perhaps the major problem facing researchers and managers in the area of risk is that risk is itself an abstract concept (Gerber and von Solms, 2011). While hazards and their aftermath can be identified, risk depends on a complex interplay of a number of social variables, which are ultimately combined by human judgment.
1.1 Nature of Risk and Risk Management
Douglas and Wildavsky (2011) indicates that one of the oldest and most accepted generalizations in decision theory is that people are generally risk averse. They are also assumed to prefer certainty to uncertainty. However, in practice and against established theory, people are not risk averse for negative prospects, only for positive ones; so we actually are creatures who habitually tolerate risk. Conventional risk analysis assumes that individuals are free to express their will and that there is no such thing as society. This thinking is misleading and potentially harmful. ‘In risk perception, humans act less as individuals and more as social beings who have internalized social pressures and delegate their decision-making processes to institutions. They manage as well as they do, without knowing the risks they face, by following social rules on what to ignore: institutions are their problem simplifying devices.’

Thus, to assume individual preferences as being rational and consistent also ignores the degree of socialization of individual attitudes to risk and the role institutions play in managing or simplifying these risks. The individual preferences cannot be divorced from ethical beliefs and value judgments, and if risk is to be properly understood, the experts need to go beyond the boundaries of their disciplines (Shah, 2010).

In most cases, the probabilities for risk analysis are uncertain, the set of possible outcomes is unclear, and our perception of both is affected by a host of subjective factors i.e. the perception of risk is a complex and subjective process. The fear factor and control factor (the extent to which we are in control of events) are two major components of risk that influence our perceptions.

In making risky decisions, two factors are significant (Pickford, 2007). One major component of risk perception is how we perceive loss and gain. Some individual may emphasize the importance of reputation as well as gain. Our perceptions of our current state of loss or gain influence the extent to which we seek or avoid risk. Emanating from the present theory is a principle that people tend to make different choices under different conditions. When people are in a position of gain, they become increasingly risk averse and unwilling to accept gambles because they wish to hold on to their gains.

When people are in a position of loss and as losses increase, they become more risk seeking since they have nothing much to lose. This asymmetry also applies to losses and gains. However, what we perceive as loss and gain is not straightforward. We all have internal reference points that determine whether we perceive an outcome as a loss or gain. These reference points also shift over time. The effects of loss and gain can also operate at the group or team level.

Decision making about risk often departs from the prescriptively rational model. Cognitive biases influence much of our everyday thinking (Pickford 2007). These biases often arise out of heuristics that act as short cuts to enable us to process information quickly or simplify complex situations. They act as rules of thumb. One’s own innate disposition can create preferences that underline characteristic ways of perceiving the risk in ones environment and whether the situation is seen as an opportunity or threat.

Therefore, both personal and organizational factors can shape ones perceptions about risk. Illusion of control is a cognitive bias that involves holding beliefs concerning the extent to which we are able to exert control over events in which we are involved and over tasks we undertake. Many of these beliefs arise out of experience. Research has shown that illusion of control may lead to poor risk management. Managers need to be aware of conditions that encourage this bias.

Beck (2010) contends further that many of the risks taken by modern society are unknown. The process of risk evaluation on people can only be studied reliably with people. Society is therefore becoming a laboratory. Beck was particularly critical of the isolation of ordinary people from risk evaluation and the influence of scientists in calculation of acceptable levels. Thus, we should be very skeptical of accepting science-based solutions to the problem of risk. Asaf (2010) also notes that business risk management combines a little of science with a great deal of subjective judgment.

Risk management is not unique to the IT environment; indeed it pervades decision-making in all areas of our daily lives. Take the case of home security, for example. Many people decide to have home security systems installed and pay a monthly fee to a service provider to have these systems monitored for the better protection of their property. Presumably, the homeowners have weighed the cost of system installation and monitoring against the value of their household goods and their family’s safety, a fundamental “mission” need.

Business risk comes in many forms. Asaf (2010) indicates that the types of risks companies are exposed to, can be divided into five main groups:

- Strategic risks include risks of plans failing, poor corporate strategies, or even adverse political or regulatory change. Political risk refers to the threat posed by new regulations and expropriation. Financial risks include risks of financial controls failing, treasury risks, lack of counterparty credit assessment, sophisticated financial fraud and the effect of changes in macroeconomic factors. Interest rate risk and foreign currency risk are the main categories of financial risks.
- Operational risks arise from business operations, including risks of human error or omission, design mistakes, unsafe behavior, employee practice risks and sabotage; Commercial risks on the other hand, include risks of
business interruption, loss of a key executive, supplier failure and lack of legal compliance; while technical risks encompass risks of physical assets failing or being damaged, equipment breakdown, infrastructure failure, fire, explosion and pollution.

Operational risk management is therefore aimed at helping financial institution identify and mitigate potentially adverse events ahead of time. Operational risks are unique to each business based on: industry, competitive structure, customer demographics, demand and supply conditions, sensitivity to economic conditions, product elasticity’s to various factors, level of complexity in product development and delivery and intangible issues such as intellectual rights and level of human capital intensity (Blumesntein, 2007).

Operational risk management is a relatively new management discipline with the goal of enhancing management performance through the early identification and avoidance of business disruption. Its specific focus is on failure of people, processes, systems or external events. By its nature, operational risk management is the integration of risk management with core operations management. In the 1990 and 2009, much of the focus on corporate risk management revolved around designing and implementing control frameworks, managing insurance portfolios and meeting corporate governance standards. In the dawn of the twenty-first century, leading companies are rethinking the nature of risk, risk management and operations management (Copeland et. al. 2010).

Operational risks also include the risk that failure in computer systems, internal supervision and control and natural events will impose unexpected losses on a firm’s performance. Other operating risks may include excessive operating leverage and legal risks (Dowd, 2008). Risks should be categorized in accordance with the goals of the organization. The following questions must be asked of the organization in order to determine priorities and goals:

a. What is the organizational and legal status of this agency? (For example, profit, non-profit, public, private and cooperative).
b. Who is the organization accountable to?
c. What is the scope and value of the organization’s assets?
d. Which digital assets does this organization need to preserve?

This generalized risk process begins with human or natural activities which give rise to loadings or accident initiating events. These, in turn, lead to exposures and effects, which are then perceived and valued by people. Within each stage of the process, categories of risk can be established and risks within these can then be ranked (Douglas and Wildavsky, 2011).

1.2 The Risk Management Process

According to the Institute of Risk Management (2011), there is a variety of views and descriptions of the processes that risk management involves, the way it should be conducted and what is aimed at. Three stages to consider in assessing and managing risk include (Crabb, 2009):

a. Risk identification or initiation incorporates issues on resources at risk, type of threats, value of resources and organizational vulnerabilities. Identifying risk scenarios should begin with an understanding of how the system should work.
b. Risk analysis deals with levels of acceptable risk, likelihood of risk materializing, direct and indirect costs, consequences of risk materializing and safeguards in place, and
c. Risk mitigation which focuses on mitigation options and responses, risk prioritization, management strategies, risk reduction and tradeoffs.

2 Risks Underlying New Systems Development

The risk of computer systems failing requires financial institution to put in place countermeasures to combat the effects of an interruption to business. The Computer Services Association defines a business disaster as any accidental, natural or man-made malicious event which threatens to or does disrupt normal operation or service for a sufficient time to affect significantly, or to cause failure of, the organization. Other writers view a disaster as being the failure to access mission critical information for significant periods (Toigo, 2008). In many instances business disasters may be personal to every individual organization. However, business continuity plans should concentrate on mission-critical or core systems (Fitzgerald, 2010) where failure equates directly to lost business.

Many companies do not have business continuity plans in place even though the relevance and importance of risk management procedures may never have been more significant (Renkema, 2007). The purpose of these plans should be to ensure the business survives rather than just the recovery of their computer systems (Edwards, 2010). Financial institution should be able to absorb the effect of a system disruption on its business. Varcoe (2010) viewed risk planning as carrying out a risk assessment; undertaking a business impact assessment; and preparing a business continuity plan. Heng (2008) viewed the approach as, performing an impact analysis; determining processing requirements; and, finally, risk analysis. Karakasidis (2011) gives more detail as indicated below about raising awareness of the business recovery process:

a. Define the objectives, scope and success factors of the business continuity process;
b. Manage the development of all required business recovery procedures for core business activities;
c. Support business recovery testing and maintenance; and
d. Support a business recovery awareness program.

It appears that many financial institutions are taking a risk with the development of their information systems. In essence they are acting without regard to the business risks involved. Majority of writers in the area of information systems view risk as something to be addressed once the system is up and running, i.e. fire, fraud, computer failure and unauthorized access (Simon, 2007). This appears to align with the focus adopted by many current risk management methodologies.

The significant increase in the number of distributed systems environments, with nearly every employee having access to systems, has made the security issue more critical. Systems auditors may be interested in safeguarding assets, data integrity, system efficiency and effectiveness. It would be wrong to assume that just because a risk assessment can be undertaken that it can then be controlled (Laudon and Laudon, 2008).

However, there are many risk factors to consider before the information system goes live. Some writers believe that the information systems implementation process is as important for IS success as the information system itself (Kwon and Zmud, 2011). There are many things that can go wrong during the process of system development and financial institution should be simultaneously attempting to reduce risk and increase security during system implementation. The integrity of organizational information systems needs to be seen as a high priority.

The extra pressure placed on information systems resources has made this investment often large and risky. Many financial institutions have totally integrated systems that also link with customers and suppliers. The financial consequences of system failure make it necessary to develop a strong link between risk and cost-benefit analysis (Curtis and Cobham, 2011). This could be an important part of the strategic planning process. Risk could then be assessed under different headings such as:

a. Risks associated with new technology;
b. Risks associated with project size;
c. Risk of failure, i.e. the damage that can be done to the firm if the project fails.

If a project is ambitious i.e. a Business Process Re-engineering (BPR) project, the risk of failure may increase proportionately (Stair and Reynolds, 2008). The success of the system development may be dependent on the organization’s ability to manage change. If the system can be copied quickly by competitors there may be financial risks in investing too heavily in a new project.

In a particular business sector it may be difficult to sustain even a short-term competitive advantage. It may be difficult to successfully implement and maintain profitable information systems. However, without systems innovation an organization could find itself at a strategic risk. Before investing in new information systems, management should assess the company’s position in relation to:

a. Monetary resources;
b. Technological sophistication; and
c. Organizational flexibility.

### 2.1 Integration of Risk Management into SDLC

Minimizing negative impact on an organization and need for sound basis in decision making are the fundamental reasons financial institution implement a risk management process for their Information systems (Delone and McLean, 2010). Effective risk management must be totally integrated into the SDLC. In some cases, an Information system may occupy several of these phases at the same time. However, the risk management methodology is the same regardless of the SDLC phase for which the assessment is being conducted. Risk management is an iterative process that can be performed during each major phase of the SDLC. The table below describes the characteristics of each SDLC phase and indicates how risk management can be performed in support of each phase.
provides; the relationship 'gap' between the IS function and rest of the business (Peppard and Ward, 2008).

Ndulu (2010) in a survey of the causes of IS failure among Micro Finance Institutions (MFI) in Kenya identifies:

- Interaction failure
- Process failure
- Maintenance

Despite cases of successful IS development projects, various estimates show persistently that half of all systems fail. A number of models for understanding IS failures have emerged. One study examines failure in terms of ignoring a number of organisational behaviour factors arguing for the importance of organisational variables. Lyytinen and Hirschheim’s (2011) comprehensive study has mapped the following concepts of IS failure:

**Correspondence failure:** The IS function deployed as a decision support system fails to provide the need to make effective decisions. Apart from expectation and termination failure concepts, the other types adopt a highly rational view of IS failure that is limited in capturing the complexity of the phenomenon. However, these types of failure are useful in showing surface manifestations of deeper organisational pathologies (Goulielmos, 2009).

Other reasons cited for IS failure include a lack of strategic direction given by the business to IS investment decisions, often reflected in a misalignment between IS strategy and processes on the one hand and business strategy and processes on the other; inability to leverage existing ICT infrastructures (to the financial institution function); ‘paving the cow paths’ rather than capitalizing on innovative ways to organize work that technology provides; the relationship ‘gap’ between the IS function and rest of the business (Peppard and Ward, 2008).

Ndulu (2010) in a survey of the causes of IS failure among Micro Finance Institutions (MFI) in Kenya identifies lack of adequate IT training among staff and lack of a formally documented IT strategy to which the IS implementation is aligned as some of the factors that influence IS failure. MFI also tend to suffer from a misalignment of IS strategy and processes on the one hand and business operations (strategy) on the other; inability to leverage existing ICT infrastructures (to the financial institution function); ‘paving the cow paths’ rather than capitalizing on innovative ways to organize work that technology provides; the relationship ‘gap’ between the IS function and rest of the business (Peppard and Ward, 2008).

**Expectation failure:** The IS does not meet stakeholders’ expectations.

To these types Sauer (2008) adds **Termination failure** (systems outage), when developmental or operational activities stop, leading to stakeholders’ dissatisfaction due to the limited provision of service by the IS. Correspondence failure arises when the IS function deployed as a decision support system fails to provide management with the right information. Despite the information overload available, what managers need is relevant information and thus, IS that are designed to distil information and only feed managers with what they need to make effective decisions. Apart from expectation and termination failure concepts, the other types adopt a highly rational view of IS failure that is limited in capturing the complexity of the phenomenon. However, these types of failure are useful in showing surface manifestations of deeper organisational pathologies (Goulielmos, 2009).

Other reasons cited for IS failure include a lack of strategic direction given by the business to IS investment decisions, often reflected in a misalignment between IS strategy and processes on the one hand and business strategy and processes on the other; inability to leverage existing ICT infrastructures (to the financial institution function); ‘paving the cow paths’ rather than capitalizing on innovative ways to organize work that technology provides; the relationship ‘gap’ between the IS function and rest of the business (Peppard and Ward, 2008).

Ndulu (2010) in a survey of the causes of IS failure among Micro Finance Institutions (MFI) in Kenya identifies lack of adequate IT training among staff and lack of a formally documented IT strategy to which the IS implementation is aligned as some of the factors that influence IS failure. MFI also tend to suffer from an emphasis on technology rather than its information value. This results in unnecessary investments in IT which does not complement the business needs. Further, Ndulu observes that most MFI in Kenya lack adequate resources make supplementary investments necessitated by rapid technological changes rendering current systems obsolete.

Organisational stakeholders are important in determining what constitutes success or failure, and as such these models view IS development as socio-technical in nature. The socio-technical viewpoint in IS failure recognizes that problematic situations exist within the organisational context. Interaction failure then becomes a result of

---

### Table 1: Integration of Risk Management into SDLC

<table>
<thead>
<tr>
<th>SDLC Phases</th>
<th>Phase Characteristics</th>
<th>Support from Risk Management Activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1—Initiation</td>
<td>The need for an IT system is expressed and the purpose and scope of the IT system is documented</td>
<td>• Identified risks are used to support the development of the system requirements, including security requirements, and a security concept of operations (strategy)</td>
</tr>
<tr>
<td>Phase 2—Development Or Acquisition</td>
<td>The IT system is designed, purchased, programmed, developed, or otherwise constructed</td>
<td>• The risks identified during this phase can be used to support the security analyses of the IT system that may lead to architecture and design trade-offs during system development</td>
</tr>
<tr>
<td>Phase 3—Implementation</td>
<td>The system security features management process should be configured, enabled, the assessment of the tested, and verified implementation against</td>
<td>• The risk supports system its requirements and within its modeled operational environment. Decisions regarding risks identified must be made prior to system operation</td>
</tr>
<tr>
<td>Phase 4—Operation or Maintenance</td>
<td>The system performs its functions. Typically the system is being modified on an ongoing basis through the addition of hardware and software and by changes to organizational processes, policies, and procedures</td>
<td>• Risk management activities are performed for periodic system reauthorisation (or recertification) or whenever major changes are made to an IT system in its operational, production environment (e.g., new system interfaces)</td>
</tr>
<tr>
<td>Phase 5—Disposal</td>
<td>This phase may involve the management activities disposition of information, for system hardware, and software components that will be Activities may include moving, replaced to archiving, discarding, or that the hardware and destroying information and properly disposed sanitizing the hardware and residual data is software appropriately handled, and that</td>
<td>Risk are performed disposed of or ensure software are of, that system migration is conducted in a secure and systematic manner</td>
</tr>
</tbody>
</table>

---

2.2 Risks Faced in Applying Information Systems in the Financial Institutions

Despite cases of successful IS development projects, various estimates show persistently that half of all systems fail. A number of models for understanding IS failures have emerged. One study examines failure in terms of ignoring a number of organisational behaviour factors arguing for the importance of organisational variables. Lyytinen and Hirschheim’s (2011) comprehensive study has mapped the following concepts of IS failure: *Correspondence failure*; *Interaction failure*; *Process failure*; and *Expectation failure*.

To these types Sauer (2008) adds *Termination failure* (systems outage), when developmental or operational activities stop, leading to stakeholders’ dissatisfaction due to the limited provision of service by the IS. Correspondence failure arises when the IS function deployed as a decision support system fails to provide management with the right information. Despite the information overload available, what managers need is relevant information and thus, IS that are designed to distil information and only feed managers with what they need to make effective decisions. Apart from expectation and termination failure concepts, the other types adopt a highly rational view of IS failure that is limited in capturing the complexity of the phenomenon. However, these types of failure are useful in showing surface manifestations of deeper organisational pathologies (Goulielmos, 2009).

Other reasons cited for IS failure include a lack of strategic direction given by the business to IS investment decisions, often reflected in a misalignment between IS strategy and processes on the one hand and business strategy and processes on the other; inability to leverage existing ICT infrastructures (to the financial institution function); ‘paving the cow paths’ rather than capitalizing on innovative ways to organize work that technology provides; the relationship ‘gap’ between the IS function and rest of the business (Peppard and Ward, 2008).

Ndulu (2010) in a survey of the causes of IS failure among Micro Finance Institutions (MFI) in Kenya identifies lack of adequate IT training among staff and lack of a formally documented IT strategy to which the IS implementation is aligned as some of the factors that influence IS failure. MFI also tend to suffer from an emphasis on technology rather than its information value. This results in unnecessary investments in IT which does not complement the business needs. Further, Ndulu observes that most MFI in Kenya lack adequate resources make supplementary investments necessitated by rapid technological changes rendering current systems obsolete.

Organisational stakeholders are important in determining what constitutes success or failure, and as such these models view IS development as socio-technical in nature. The socio-technical viewpoint in IS failure recognizes that problematic situations exist within the organisational context. Interaction failure then becomes a result of...
poor user attitude towards the IS in the various financial institution functions. This may occur due to resistance to change, IS illiteracy or poor information analytical skills. Change must also be dealt with from an application perspective. Pitman (2010) indicated that successful change depends on five critical factors, including visible management support and commitment, preparation for change, encouraging participation, supporting rewards and effective communication.

In support of this, Krovi (2008) contends that, in addition to technical proficiency, the success of strategic IS largely depends on how well firms implement such systems. Introducing any form of IS changes an organization to some extent, whether in its business, processes, culture or mission. Numerous businesses may fail in implementing IS owing to ignorance of organizational change. To reduce resistance to change, the IS implementation process should not only encompasses both business strategy and management control, but also consider change management.

Implicit support for the notion of a failure system can be found in Turner (2010) who argues that pre-failure signals accumulate until a crisis turns them into a failure. The factors responsible for failure are significantly social, administrative and managerial, rather than technical. Preconditions for failure, he terms as “pathogens” involve a multiplicity of minor causes, misinterpretations and miscommunications that are not resolved until they emerge as failure. In the case of the ICT in the marketing function, such minor causes may include an IS that fails to consider contextual variables such as organizational culture. Such IS provide information that is applicable in other social contexts, making it hard for managers to formulate relevant decisions.

User interaction may also be influenced by ergonomic factors. Ergonomics is the science of redesigning the workplace to meet the safety and health needs of the worker in order to prevent ailments such as Repetitive Strain Injuries (RSI), which are of say, the wrists and fingers. Ergonomics takes a holistic approach to the relationship between the work environment and human factors. It aims to improve job design to minimize monotonous and repetitive tasks, which may contribute to fatigue and stress. Wachira’s (2007) study on ergonomic factors to consider in IS application revealed that users may be concerned about eye safety (“monitor glare”) and RSI caused by repeated use of hardware tools (e.g. mouse). To encourage user interaction, such factors need to be considered by implementing tools such as anti-glare visors and system time-outs.

IS in financial institutions may also be prone to attacks by hackers, cyber criminals and insiders who seek to steal from or damage an organization. Individuals planning an attack have a wide array of attack options. Erasing customer data bases, planting virulent viruses or rifling through strategy correspondence are just a few of the attacks that may be directed at the victim’s IS system. The use of IS has become more widespread and today’s financial institution rely on IS to the extent that it would be impossible to manage without them. The growth of e-business and e-commerce applications also presents abundant opportunities for unauthorized access to IS (Brooks et al., 2011).

3 Application of Bayesian Networks
Bayesian network is a directed acyclic graph with vertices representing random variables and arcs define dependencies. The existence of an arc between two vertices means that there is a cause and effect the direct relationship between the corresponding variables (BayesianLab, 2010). The concept of Bayesian Networks is based on conditional probability. Based on the observation of the real world can make a finding that there are many situations where the occurrence of one event depends on another event. Using Bayesian networks can avoid the computation of high complexity. The calculation of the one a ‘posteriori probability is linked with another used probabilities (a concept of directed acyclic graph). Bayesian network is a numerical model of cause and effect relationship occurring between the elements of a set of observations and hypotheses. Using Bayer’s theorem we can make inference progressive (forward inference) and regressive (backward reasoning), which Bayesian networks are often used in the inference of partial and uncertain knowledge (G. Suchacka, Z. Zgrzywa, 2001). This uncertainty is often dependent on the following factors:
• Uncertainty as to the expert knowledge;
• Uncertainties inherent in the modeled area;
• Uncertainty resulted from the accuracy of their knowledge
Bayesian networks are based on probability theory; they are used to determine the uncertainty by explicitly representing the conditional dependencies between different parts of the knowledge. This makes possible an intuitive graphical visualization of knowledge in the form of graphs, including the interactions between the different sources of uncertainty (K. P. Murphy, 2002).

3.1 Bayes theorem
Bayes theorem [Jakubowski 2008], is based directly on the conditional probability, where the probability of event \( A \) is calculated in a situation where we have the certainty of an event \( B \). If an event \( B \) has no effect on the probability of event \( A \), then events \( A \) and \( B \) are independent. If \( A \) is a primary event (cause), and \( B \) is a secondary event (effect) and assuming that \( P(A) > 0 \) and \( P(B) > 0 \), then using the definition of conditional probability we
obtain
\[ P(A \cap B) = P(A)P(B \mid A) = P(B)P(A \mid B) \]  
…………………………(1)

where the conditional probability of occurrence of an event A, provided that the occurrence of event B, on the assumption that \( P(B) > 0 \), then the number

\[ P(A \mid B) = \frac{P(A \cap B)}{P(B)} \]  
……………………………………………..(2)

Using the assumptions contained in [2], if \( A_i \), for \( i = 1, 2, \ldots, n \), will mean mutually exclusive pairs of primary events whose sum is a certain event

\[ \bigcup_{i=1}^{n} A_i = \Omega \]  
………………………………………………………(3)

and B will mean a secondary event, where \( P(B) > 0 \), then using the theorem of total probability we obtain

\[ P(B) = \sum_{i=1}^{n} P(A_i)P(B \mid A_i) \]  
………………………………………………………(4)

The formula (4) follows directly from the argument using the formula (1)

\[ P(B) = \sum_{i=1}^{n} P(B \cap A_i) = \sum_{i=1}^{n} P(B \mid A_i) = \sum_{i=1}^{n} P(A_i)P(B \mid A_i) \]  
………………………………………………………(5)

Total probability of occurrence of an event B can be represented in the form of so called stochastic tree

Stochastic tree
Total probability of event B is the sum of products of all the conditional probabilities of the event B. Finally, the formulas (1) and (4) shows the Bayesian model

\[ P(A_i \mid B) = \frac{P(A_i)P(B \mid A_i)}{\sum_{i=1}^{n} P(A_i)P(B \mid A_i)} \]  
………………………………………………………(6)

Information appearing on the right side of equation (6) is called a'priori information (apriori), which means that the observed occurrence of an event occurrence of \( A_i \) and analyzed the effects in the form of an event B, which is possible to determine the probabilities \( P(A_i) \) and \( P(B \mid A_i) \) on the basis of past experience. The probability \( P(A_i \mid B) \) is called the probability a'posteriori (after experience), which means the occurrence of an event A provided that the event B occurred.

3.2 Modelling Bayesian Networks for Risk Management
Building a Bayesian network model for this problem, we should specify the network topology, thus the total probability distribution of the network variables is described by the
Equation (6):

\[ P(X_1, \ldots, X_n) = \prod_{i=1}^{n} P(X_i | \prod_i (X_j)) \]

Whereby, we denote the set of parents of a node in the graph.

3.3 Bayesian network model for risk rating system for financial information system success

Analyzing the problem discussed in the article, you can specify a set of conditions (hypotheses), which will form the basis for determining the likelihood of an incident of success or failure of financial information systems. Using the total probability theorem and Bayes' theorem, we can build a Bayesian network model based on the conditions set.

3.4 Introduction to building a system to assess the risk of financial information system failure

The Bayesian network model is the basis for further deliberations on the system giving the possibility of an effective risk assessment, which may occur when developing a financial information system. This model as shown in the diagram below will be a generalization of the most important conditions affecting the occurrence of events that directly or indirectly affect the success of business investment. The weights of the conditions are dependent on the type of financial information system and the institution where the project is carried out. Therefore extremely important aspect is the process of learning Bayesian networks, aimed at assessing the various parameters and updating the probabilities based on entered data. More research should be done on the proposed framework in order to refine it and use Bayesian inference so that the Bayesian network can readily be updated when more data becomes available.

4. Conclusion

It is evident that there are many risks facing information systems especially in the financial sector which is very sensitive. It is therefore important to note that these risks need to be assessed and managed in the best way possible right from the start of the system development process. Study risk of failure of financial information system is undoubtedly an important issue in the design and implementation of IT systems. Despite the great tools and advanced design methodologies still a huge number of financial information systems fail. Properly designed and learned Bayesian networks give the opportunity to determine whether a financial information system is a success or failure right from the initial development process unlike during the implementation process. Taking into account the enormous costs of the implementation of most systems, detect errors in various stages of development will achieve measurable gains.
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