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Abstract 

From the result of graduate of ten departments in Faculty of Science, University of Ilorin for 2011/2012 
academic session, data on final cumulative grade point average (Final Grade); department (ten departments of 
the faculty); age at entry (below or 20 years and above 20 years) and sex (male and female) are analyzed using 
Cochran-Mantel-Haenszel statistics. Odds of a student graduating with Second Class Upper and above (0.5270) 
is about half of graduating with Second Class Lower and below. This implies that the final grade is 
approximately symmetrical about two groups. The first group are those with Second Class Lower and below 
(Low Grade) while the other is for those with Second Class Upper and above (High Grade). Breslow-Day and 
Tarone’s statistics show that the null hypothesis of homogeneity of odds ratio across the departments is not 
rejected for both age at entry and sex. This implies that the odds ratio across the ten departments (relating to age 
at entry & final grade and sex & final grade) are all equal. Cochran’s and Mantel-Haenszel statistics reveals the 
final grade of students (Low Grade or High Grade) is not associated with both sex and age students at entry. The 
odds in favour of a student whose age is less than 20 years graduating with Low Grade (Pass, Third Class, and 
Second Class Lower) is 0.865 while it is 0.670 for male students graduating with lower grade. 
Keywords: Test of Independence, Students’ Performance, Cochran-Mantel-Haenszel 
 

Introduction 

Often, associations between two categorical variables are examined across two or more populations. The 
resulting data usually lead to several (say, H) 2 x 2 contingency tables. In many cases, the primary question 
involves the relationship between an independent variable (factor) that is either present or absent and a 
dependent (response) variable that is either present or absent in the presence of several covariates. This could 
give rise to frequency data that may be summarized as a set of 2 x 2 tables. In general, we are interested in 
collecting information for each of several 2 x 2 tables across the levels of the subpopulations (which may be 
determined by various configurations of factor variables or covariates). 
Examining the cumulative odds of graduates of University of Ilorin, 2011/2012 academic session, the final grade 
of students are categorised in to High Grade (First Class and Second Class Upper) and Low Grade (Pass, Third 
Class, and Second Class Lower), see table 1. This table comes from a single study that has been stratified by a 
factor (ten departments in the faculty of science). The goal is usually to be able to combine the tables in order to 
have unified information across the tables. We would like to combine the evidence from the ten departments to 
make an overall statement about whether final grade is independent of sex (or independent of age at entry). The 
conditional test for these data within each department can be obtained by computing Fisher's exact test separately 
for each sub-table or obtain Pearson's X

2
 for each table. Thus, the value of X

2
 is first computed for each 

department, and the results suggest that neither of them is significant, which suggests that final grade is 
independent of sex (and age at entry) within each department. 
The result of Pearson's X2 and Fisher's exact test suggest that it would not be wise to collapse the data over the 
factor variable (department) without serious distortion to the association between the two variables been 
considered (Lawal, 2003). 
 

Methodology 

Design Considerations for a Contingency Table Analysis 

Two Sampling Strategies 

Two separate sampling strategies lead to the chi-square contingency table analysis. 
1. Test of Independence. A single random sample of observations is selected from the population of interest, and 
the data are categorized on the basis of the two variables of interest. Such a sampling strategy would indicate that 
a single random sample of subjects of interest are selected, and each selected subject is categorized according to 
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factor of interest like sex, class of degree, mode of entry, etc.
2. Test for Homogeneity. Separate random samples are taken from each of two or more populations to determine 
whether the responses related to a single categorical variable are consistent across populations. For example, the 
interest may be to see the performance of students across various departments, random selection of subjects 
(students) from each of the departments may lead t
among various departments. 
The two-way table is set up the same way regardless of the sampling strategy, and the chi
conducted in exactly the same way. The only real difference 
and conclusions. 
In Cochran’s original 1954 paper, a test statistic was introduced to extend the chi
a 2 X 2 table to multiple 2 X 2 tables where each table corresponds to
Cochran proposed a test of conditional independence
columns of the tables, conditional on the levels of a third variable.
To establish notation, let nhij represent the number of responses observed at the 
level of the column variable, and the 
variable I = 2 rows, and J = 2 columns, we have data that
1, …,H. 

 Factor B 

Factor A 
nh11 nh12 

nh21 nh22 

Total nh.1 nh.2 

 
For this situation Cochran conditioned on the row totals, considering each 2 X 2 table to consist of independent 
binomials. He based his statistic on a weighted sum of the table

  

where  and 
Using the asymptotic normality of d

as an appropriate test statistic, having an approximate χ
independence. 
Mantel and Haenszel (1959) proposed a similar test statistic using a hypergeometric assumption. Conditional on 
the row and column totals, the cell counts in each table have a hypergeometric distribution. This fact suggests a 
test statistic based on the difference between the observed and expected frequencies in each 2 X 2 table. As with 
the classic chi-square test of independence in a 
expected count in one cell per table (Bickel and O’Connell, 1975).  
In particular, let nh11 be the "pivot" cell frequency of subjects in the 
present. Under the assumption that the marginal totals are fixed, the overall null hypothesis of 
association against the alternative hypothesis that 
relationship between the row and column var

(CMH) test statistic , which is computed as follows:
For table i, for instance, nh.. = (nh11, n

 
Hence, it follows that the expected value for the pivot cell in the 
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factor of interest like sex, class of degree, mode of entry, etc. 
Separate random samples are taken from each of two or more populations to determine 

nses related to a single categorical variable are consistent across populations. For example, the 
interest may be to see the performance of students across various departments, random selection of subjects 
(students) from each of the departments may lead the researcher to determine whether the classes of degree differ 

way table is set up the same way regardless of the sampling strategy, and the chi
conducted in exactly the same way. The only real difference in the analysis is in the statement of the hypotheses 

In Cochran’s original 1954 paper, a test statistic was introduced to extend the chi-square test of independence in 
a 2 X 2 table to multiple 2 X 2 tables where each table corresponds to a different level of an intervening variable. 
Cochran proposed a test of conditional independence-independence of the variables forming the rows and 
columns of the tables, conditional on the levels of a third variable. 

esent the number of responses observed at the ith level of the row variable, the 
level of the column variable, and the hth level of the intervening variable. Assuming H levels of the intervening 

columns, we have data that may be summarized as in the table a below for 

Total 

nh1. 

nh2. 

nh... 

For this situation Cochran conditioned on the row totals, considering each 2 X 2 table to consist of independent 
binomials. He based his statistic on a weighted sum of the table-specific differences in proportions:

      

.  
dw, he justified 

    
appropriate test statistic, having an approximate χ2(1) distribution under the null hypothesis of conditional 

Mantel and Haenszel (1959) proposed a similar test statistic using a hypergeometric assumption. Conditional on 
tals, the cell counts in each table have a hypergeometric distribution. This fact suggests a 

test statistic based on the difference between the observed and expected frequencies in each 2 X 2 table. As with 
square test of independence in a single 2 X 2 table, it suffices to compare the observed and 

expected count in one cell per table (Bickel and O’Connell, 1975).   
be the "pivot" cell frequency of subjects in the i-th table who have both factor and response 

Under the assumption that the marginal totals are fixed, the overall null hypothesis of 
against the alternative hypothesis that on the average across the h sub-tables, there is a consistent 

relationship between the row and column variables is conducted by obtaining the Cochran

which is computed as follows: 
nh12, nh21, nh22) follows the hypergeometric distribution and 

    

Hence, it follows that the expected value for the pivot cell in the i-th sub-table is given by:
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Separate random samples are taken from each of two or more populations to determine 
nses related to a single categorical variable are consistent across populations. For example, the 

interest may be to see the performance of students across various departments, random selection of subjects 
he researcher to determine whether the classes of degree differ 

way table is set up the same way regardless of the sampling strategy, and the chi-square test is 
in the analysis is in the statement of the hypotheses 

square test of independence in 
a different level of an intervening variable. 

independence of the variables forming the rows and 

level of the row variable, the jth 
levels of the intervening 

may be summarized as in the table a below for h = 

For this situation Cochran conditioned on the row totals, considering each 2 X 2 table to consist of independent 
specific differences in proportions: 

   (1) 

   (2) 
(1) distribution under the null hypothesis of conditional 

Mantel and Haenszel (1959) proposed a similar test statistic using a hypergeometric assumption. Conditional on 
tals, the cell counts in each table have a hypergeometric distribution. This fact suggests a 

test statistic based on the difference between the observed and expected frequencies in each 2 X 2 table. As with 
single 2 X 2 table, it suffices to compare the observed and 

table who have both factor and response 
Under the assumption that the marginal totals are fixed, the overall null hypothesis of no partial 

tables, there is a consistent 
is conducted by obtaining the Cochran-Mantel-Haenszel 

) follows the hypergeometric distribution and therefore 

    (3) 

table is given by: 

    (4) 
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The Mantel-Haenszel test is, therefore,
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Aside from the continuity correction in 
moderate to large sample sizes per table, the difference between the two statistics is typically negligible. In 

general, though  offers advantages. Both statistics are asymptotically χ

approximation depends upon the table
perform adequately in matched pair studies in which 
statistic is not be used for such a situation. (Daniel et al, 2000, McDonald and Siebenaller, 1989).
In addition, the Mantel-Haenszel test has been shown to be optimal under the assumption of a constant odds ratio 
across tables (Birch, 1964) and it is asymptotically equivalent 
conditional logistic regression models for large strata and sparse data situations, respectively (Breslow and Day, 
1980). 

In addition to the test statistic, 
1959 paper. Their estimator is a weighted average of the table

 

where , 

Since the introduction of , 
estimators have been developed for the rate ratio (Rothman and Boice, 1979), rate difference (Greenland, 1982), 
risk ratio (Rothman and Boice, 1979; Tar
1982), and risk difference (Greenland, 1982).
 

Odds Ration in Mantel-Haenszel Method

The odds of an event (or condition) is defined by 
Ψ is the ratio of the odds of an event occurring in one group to the odds of that event in another group. In this 
research, these groups are sex (male and female) and students’ grade (High or Low), or any other dichotomous 
classification. The odds ratio is used to test whether the probability of a certain event is the same for two groups. 
We note that the odds ratio takes values in (0
equally likely in both groups. If Ψ > 
that it is less likely. The 2 × 2 table shows observations for two such groups and events 
complement of A. 
 A A¯ 
Group 1 
Group 2 

X1 
X2 

n1 – X1  
n2 – X2 

Totals X1 + X2 n1 + n2 – X1– X
 

Journal of Education and Practice                                                                                                                                         

288X (Online) 

12 

     
Haenszel test is, therefore, 
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Aside from the continuity correction in  and  differ by a factor of 
moderate to large sample sizes per table, the difference between the two statistics is typically negligible. In 

offers advantages. Both statistics are asymptotically χ2(1), but the quality of this 

ion depends upon the table-specific sample sizes only for . In the extreme, 
perform adequately in matched pair studies in which nh.. = 2 for all h, for sufficient total sample size. Cochran’s 

ed for such a situation. (Daniel et al, 2000, McDonald and Siebenaller, 1989).
Haenszel test has been shown to be optimal under the assumption of a constant odds ratio 

across tables (Birch, 1964) and it is asymptotically equivalent to likelihood ratio tests from unconditional and 
conditional logistic regression models for large strata and sparse data situations, respectively (Breslow and Day, 

, Mantel and Haenszel proposed an odds ratio estimator in their original 
1959 paper. Their estimator is a weighted average of the table-specific observed odds ratios:

      

, , and 

, and , a large literature has developed. Mantel
estimators have been developed for the rate ratio (Rothman and Boice, 1979), rate difference (Greenland, 1982), 
risk ratio (Rothman and Boice, 1979; Tarone, 1981; Nurminen, 1981; and Kleinbaum, Kupper, and Morgenstern, 
1982), and risk difference (Greenland, 1982). 

Haenszel Method 

The odds of an event (or condition) is defined by , where π is the probability of the event
Ψ is the ratio of the odds of an event occurring in one group to the odds of that event in another group. In this 
research, these groups are sex (male and female) and students’ grade (High or Low), or any other dichotomous 

The odds ratio is used to test whether the probability of a certain event is the same for two groups. 
We note that the odds ratio takes values in (0,∞). An odds ratio of 1 indicates that the event under study is 

> 1, then the event is more likely in the first group, whereas Ψ
2 table shows observations for two such groups and events 

Totals 
n1 
n2 

X2 n1 + n2  
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    (5) 

   (6)

     

 in each table. For 
moderate to large sample sizes per table, the difference between the two statistics is typically negligible. In 

(1), but the quality of this 

. In the extreme,  statistic will 
= 2 for all h, for sufficient total sample size. Cochran’s 

ed for such a situation. (Daniel et al, 2000, McDonald and Siebenaller, 1989). 
Haenszel test has been shown to be optimal under the assumption of a constant odds ratio 

to likelihood ratio tests from unconditional and 
conditional logistic regression models for large strata and sparse data situations, respectively (Breslow and Day, 

s ratio estimator in their original 
specific observed odds ratios: 

    (7) 

 

, a large literature has developed. Mantel-Haenszel-type 
estimators have been developed for the rate ratio (Rothman and Boice, 1979), rate difference (Greenland, 1982), 

one, 1981; Nurminen, 1981; and Kleinbaum, Kupper, and Morgenstern, 

is the probability of the event. The odds ratio 
Ψ is the ratio of the odds of an event occurring in one group to the odds of that event in another group. In this 
research, these groups are sex (male and female) and students’ grade (High or Low), or any other dichotomous 

The odds ratio is used to test whether the probability of a certain event is the same for two groups. 
). An odds ratio of 1 indicates that the event under study is 

n the event is more likely in the first group, whereas Ψ < 1 indicates 
2 table shows observations for two such groups and events A and A¯, the 
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The odds ratio 
both simultaneously) are interchanged. In clinical studies there are often only a few subjects. Multicentre tri
increase the sample size, but populations differ for different centres and one cannot assume that probabilities for 
different centres are equal. However, one can assume that the odds ratios for each of the 
that is, assuming a common odds ratio 

Mantel-Haenszel (1959) estimator 
epidemiologists. The MH estimator is a ratio of two sums 

 with index k 

 is a weight accounting for the sample size of the 
for other stratified data for which the common odds ratio assumption is reasonable.
Even if the assumption of a common odds ratio is slightly violated, the MH estimator is still a useful tool to 
summarise the association across tables. Despite the Mantel
properties. First, it applies to very sparse data. More precisely, it is defined when only one summand of 
of C21 is non-zero (Suesse, 2009). 
It is also dually consistent, that is, consistent under two types of asymptotic models: (i) when the sample size of 
each stratum increases and the number of strata is fixed, and (ii) when the number of observations becomes large 
with the number of strata, while the sample size of each stratum remains fixed. (i) is referred to as a 
stratum limiting model, or model (i), and to (ii) as a 
(i) represents large n1k + n2k for each stratum and model (ii) represents large 
any such extreme data. The consistency of the MH estimator for model (i) was sho
model (ii) by Breslow (1981). Hauck (1979) derived the limiting variance of the MH estimator under model (i), 
whereas Breslow (1981) derived two asymptotic variances under model (ii): one based on the conditional 
distribution of the observations for each table given the marginal totals, and the other on the empirical variance. 
Applying either of the variance estimators depending on the given data, whether the data resembles the sparse 
data or large stratum case, is very unsatisfact
two variance estimators to account for the two different limiting models. Robins, Breslow and Greenland (1986) 
proposed a variance estimator which is dually consistent under models (i) and (i
distribution of the data. 
An alternative way to estimate the common odds ratio for 
main effects and no interaction, where the 
other binary classification as a response. The corresponding loglinear model is a model with no three
interaction among rows, columns and strata. However, the unconditional maximum lik
a poor estimator, because under model II the nuisance parameters grow as the sample size grows. For instance 
when each table consists of a single matched pair, then the unconditional ML estimator of the common odds 
ratio converges to the square of the true common odds ratio (Anderson 1980, p.244). The nuisance parameters 
can be eliminated by conditioning on the margins of the 2 
conditional distribution, which is non
product, the ML fitting yields a variance estimator of the odds ratio estimator.
If the assumption of a common odds ratio fails, we can still use the MH estimate as a summary of the odds ratios 
among the strata. Without the common odds ratio assumption, the MH estimator is consistent under model (i) 
only; and appropriate standard errors were suggested by Guilbaud (1983), since the dually consistent variance 
estimator of Robins et al. (1986) fails
A simple way to test the homogeneity of the odds ratio across strata is to apply a goodness
model with only main effects and no interaction. The goodness
(df) if the model holds. 
 
Breslow-Day Test for Homogeneity of the Odds Ratios

Breslow and Day (1980) developed a test statistic which does not require model fitting and focuses directly on 
the potential lack of homogeneity. The Breslow
fitted values each standardised by its variance. According to Breslow and Day (1980) the test is used for 
stratified analysis of 2 ×2 tables to test the null hypothesis that the odds ratios for the 
the null hypothesis is true, the statistic has an asymptotic chi
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 is estimated by , which is invariant if rows or columns (or 
both simultaneously) are interchanged. In clinical studies there are often only a few subjects. Multicentre tri
increase the sample size, but populations differ for different centres and one cannot assume that probabilities for 
different centres are equal. However, one can assume that the odds ratios for each of the 

ommon odds ratio Ψ with Ψ = Ψ1 = … = Ψk . Under this common odds ratio assumption

 of the common odds ratio is widely used by practising statisticians and 
epidemiologists. The MH estimator is a ratio of two sums C12 and C21, where each summand of 

 referring to the quantities of the kth table or k

is a weight accounting for the sample size of the kth table. The MH estimator is also often applied 
for other stratified data for which the common odds ratio assumption is reasonable. 
Even if the assumption of a common odds ratio is slightly violated, the MH estimator is still a useful tool to 
summarise the association across tables. Despite the Mantel-Haenszel estimator’s simplicity, it has some useful 

very sparse data. More precisely, it is defined when only one summand of 

, that is, consistent under two types of asymptotic models: (i) when the sample size of 
nd the number of strata is fixed, and (ii) when the number of observations becomes large 

with the number of strata, while the sample size of each stratum remains fixed. (i) is referred to as a 
limiting model, or model (i), and to (ii) as a sparse data limiting model, or model (ii). In practice, model 

for each stratum and model (ii) represents large K. The MH estimator is robust under 
any such extreme data. The consistency of the MH estimator for model (i) was shown by Gart (1962) and for 
model (ii) by Breslow (1981). Hauck (1979) derived the limiting variance of the MH estimator under model (i), 
whereas Breslow (1981) derived two asymptotic variances under model (ii): one based on the conditional 

he observations for each table given the marginal totals, and the other on the empirical variance. 
Applying either of the variance estimators depending on the given data, whether the data resembles the sparse 
data or large stratum case, is very unsatisfactory. Breslow and Liang (1982) proposed a weighted average of the 
two variance estimators to account for the two different limiting models. Robins, Breslow and Greenland (1986) 
proposed a variance estimator which is dually consistent under models (i) and (ii) based on the unconditional 

An alternative way to estimate the common odds ratio for K × 2 × 2 tables is to fit an ordinary logit model with 
main effects and no interaction, where the K strata and one binary classification are treated as factors and the 
other binary classification as a response. The corresponding loglinear model is a model with no three
interaction among rows, columns and strata. However, the unconditional maximum likelihood (ML) estimator is 
a poor estimator, because under model II the nuisance parameters grow as the sample size grows. For instance 
when each table consists of a single matched pair, then the unconditional ML estimator of the common odds 

to the square of the true common odds ratio (Anderson 1980, p.244). The nuisance parameters 
can be eliminated by conditioning on the margins of the 2 × 2 contingency table. The ML estimator based on the 
conditional distribution, which is non-central hypergeometric in each stratum, is also dually consistent. As a by
product, the ML fitting yields a variance estimator of the odds ratio estimator. 
If the assumption of a common odds ratio fails, we can still use the MH estimate as a summary of the odds ratios 
among the strata. Without the common odds ratio assumption, the MH estimator is consistent under model (i) 
only; and appropriate standard errors were suggested by Guilbaud (1983), since the dually consistent variance 
estimator of Robins et al. (1986) fails. 
A simple way to test the homogeneity of the odds ratio across strata is to apply a goodness
model with only main effects and no interaction. The goodness-of-fit test statistic has K −

Day Test for Homogeneity of the Odds Ratios 

Breslow and Day (1980) developed a test statistic which does not require model fitting and focuses directly on 
the potential lack of homogeneity. The Breslow-Day test statistic sums the squared deviations
fitted values each standardised by its variance. According to Breslow and Day (1980) the test is used for 

tables to test the null hypothesis that the odds ratios for the k-strata are all equal. When 
othesis is true, the statistic has an asymptotic chi-square distribution with k-1 degrees of freedom. 
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he observations for each table given the marginal totals, and the other on the empirical variance. 
Applying either of the variance estimators depending on the given data, whether the data resembles the sparse 

ory. Breslow and Liang (1982) proposed a weighted average of the 
two variance estimators to account for the two different limiting models. Robins, Breslow and Greenland (1986) 
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2 tables is to fit an ordinary logit model with 
strata and one binary classification are treated as factors and the 

other binary classification as a response. The corresponding loglinear model is a model with no three-way 
elihood (ML) estimator is 

a poor estimator, because under model II the nuisance parameters grow as the sample size grows. For instance 
when each table consists of a single matched pair, then the unconditional ML estimator of the common odds 

to the square of the true common odds ratio (Anderson 1980, p.244). The nuisance parameters 
2 contingency table. The ML estimator based on the 

geometric in each stratum, is also dually consistent. As a by-

If the assumption of a common odds ratio fails, we can still use the MH estimate as a summary of the odds ratios 
among the strata. Without the common odds ratio assumption, the MH estimator is consistent under model (i) 
only; and appropriate standard errors were suggested by Guilbaud (1983), since the dually consistent variance 

A simple way to test the homogeneity of the odds ratio across strata is to apply a goodness-of-fit test to a logit 
− 1 degrees of freedom 

Breslow and Day (1980) developed a test statistic which does not require model fitting and focuses directly on 
Day test statistic sums the squared deviations of observed and 

fitted values each standardised by its variance. According to Breslow and Day (1980) the test is used for 
strata are all equal. When 

degrees of freedom.  
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Tarone (1985) proved that it is stochastically larger under the homogeneity assumption, and developed a 
modified score test statistic that is indeed asym
assuming the log odds ratios across strata are independent and identically distributed, which is valid also when 
the sample size increases with the number of strata. Paul and Donner (1989) c
generally recommending Tarone’s modified test statistic. Liu and Pierce (1993) used a different approach by 
assuming that the log odds ratios across the strata are a sample from a population with unknown mean and 
variance. They investigated the conditional likelihood functions for the mean and the variance. A test of 
homogeneity of the odds ratios can be conducted by testing whether the variance of the log odds ratio equals 
zero. Liu and Pierce (1993)’s approach is more general t
heterogeneity of the log odds ratios across the strata.
The estimation of the common odds ratio assumes that the strength of association as measured by the odds ratios 
in each sub-table is the same. This assumption is tested by the test of homogeneity of the odds ratio. To test this 
hypothesis, the Breslow-Day test is often employed. This statistic is compared to a standard 
(H — 1) degrees of freedom. The null hypothesis of homogeneity of odds ratio across the sub
P-value is < α.  
Breslow-Day test for stratified analysis of 
strata are all equal. When the null hypothesis is true, the statistic has an asymptotic chi
k-1 degrees of freedom.  
The Breslow-Day statistic is computed as:

 
where E and var denote expected value and variance, respective
with a zero row or column. 
It is advisable to test the homogeneity of the odds ratios in the different repeats, and if different repeats show 
significantly different odds ratios, the Cochran
 

Estimating the Common Odds Ratio

While the Cochran-Mantel-Haenszel test provides the significance of the relationship between two variables (sex 
and final grade OR age at entry and final grade) across the sub
of this association. An estimator (
studies) of the common odds ratio is given 

  
 
If the confidence interval of the common odds doe
the two variables of interest across the sub
The estimate of the common odds ratio is based on the assumption that the strength of the association is the same 
in each department. If this were not the case, then we would have believed that there is 
modification between department and final grade. The factor variable (department) is often referred to as the 
effect modifier. Evidence of the homogeneity of the odds
significant effect modification in this case.

Using the estimated variance for log(
the corresponding 100(1 – α)%% confidence limits for the odds ratio as: 

 
where  
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Tarone (1985) proved that it is stochastically larger under the homogeneity assumption, and developed a 
modified score test statistic that is indeed asymptotically χ2(K − 1). Liang and Self (1985) proposed a score test 
assuming the log odds ratios across strata are independent and identically distributed, which is valid also when 
the sample size increases with the number of strata. Paul and Donner (1989) conducted a simulation study 
generally recommending Tarone’s modified test statistic. Liu and Pierce (1993) used a different approach by 
assuming that the log odds ratios across the strata are a sample from a population with unknown mean and 

investigated the conditional likelihood functions for the mean and the variance. A test of 
homogeneity of the odds ratios can be conducted by testing whether the variance of the log odds ratio equals 
zero. Liu and Pierce (1993)’s approach is more general than that of Liang and Self (1985), since it describes the 
heterogeneity of the log odds ratios across the strata. 
The estimation of the common odds ratio assumes that the strength of association as measured by the odds ratios 

This assumption is tested by the test of homogeneity of the odds ratio. To test this 
Day test is often employed. This statistic is compared to a standard 

1) degrees of freedom. The null hypothesis of homogeneity of odds ratio across the sub

Day test for stratified analysis of 2 ×2 tables tests the null hypothesis that the odds ratios for the 
ual. When the null hypothesis is true, the statistic has an asymptotic chi-square distribution with 

Day statistic is computed as: 

      

denote expected value and variance, respectively. The summation does not include any table 

It is advisable to test the homogeneity of the odds ratios in the different repeats, and if different repeats show 
significantly different odds ratios, the Cochran–Mantel–Haenszel test is not essential. 

Estimating the Common Odds Ratio 

Haenszel test provides the significance of the relationship between two variables (sex 
and final grade OR age at entry and final grade) across the sub-tables (department), it does not tell us the strength 
of this association. An estimator (The Mantel-Haenszel estimate of the common odds ratio in case

of the common odds ratio is given by: 

      

If the confidence interval of the common odds does not include 1; then, we conclude that there is dependence on 
the two variables of interest across the sub-tables else. 
The estimate of the common odds ratio is based on the assumption that the strength of the association is the same 

f this were not the case, then we would have believed that there is 
between department and final grade. The factor variable (department) is often referred to as the 

Evidence of the homogeneity of the odds ratios across departments indicates that there is no 
significant effect modification in this case. 

Using the estimated variance for log( ) given by Robins, Breslow, and Greenland (1986), we can compute 
α)%% confidence limits for the odds ratio as:  

      

+
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Tarone (1985) proved that it is stochastically larger under the homogeneity assumption, and developed a 
1). Liang and Self (1985) proposed a score test 

assuming the log odds ratios across strata are independent and identically distributed, which is valid also when 
onducted a simulation study 

generally recommending Tarone’s modified test statistic. Liu and Pierce (1993) used a different approach by 
assuming that the log odds ratios across the strata are a sample from a population with unknown mean and 

investigated the conditional likelihood functions for the mean and the variance. A test of 
homogeneity of the odds ratios can be conducted by testing whether the variance of the log odds ratio equals 

han that of Liang and Self (1985), since it describes the 

The estimation of the common odds ratio assumes that the strength of association as measured by the odds ratios 
This assumption is tested by the test of homogeneity of the odds ratio. To test this 

Day test is often employed. This statistic is compared to a standard X2
 distribution with 

1) degrees of freedom. The null hypothesis of homogeneity of odds ratio across the sub-tables is rejected if 

tables tests the null hypothesis that the odds ratios for the H-
square distribution with 

    (8) 

ly. The summation does not include any table 

It is advisable to test the homogeneity of the odds ratios in the different repeats, and if different repeats show 

Haenszel test provides the significance of the relationship between two variables (sex 
s not tell us the strength 

Haenszel estimate of the common odds ratio in case-control 

    (9) 

s not include 1; then, we conclude that there is dependence on 

The estimate of the common odds ratio is based on the assumption that the strength of the association is the same 
f this were not the case, then we would have believed that there is interaction or effect 

between department and final grade. The factor variable (department) is often referred to as the 
ratios across departments indicates that there is no 

) given by Robins, Breslow, and Greenland (1986), we can compute 

    (10) 
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Analysis 

The table below shows the cumulative odds 
Nigeria for 2011/2012 academic session.
Table 1 indicates that the odds for students graduating with first class against all other grades is 0.0196. The odds 
for students graduating with second class upper and above against second class lower and below is 0.5270 while 
it is 3.5145 for students graduating with second class lower and above against third class and pass. Also, the 
odds for students graduating with third class and above again
The Odds of graduating with second class upper and above (0.5270) is about half of graduating with second class 
lower and below. Though, this odds favours students graduating with second class lower and below, it is 
reasonable to infer that the final grade is approximately symmetrical about two groups. The first group are those 
with Second Class Lower and below (Low Grade) while the other is for those with Second Class Upper and 
above (High Grade). Also, in most of researc
Class and Second Class Upper are usually grouped together while other grades are grouped together. Hence, the 
justification to categorize the final grade in to High Grade (Second Class U
(Second Class Lower, Third Class, and Pass) for Cochran’s and Mantel
Pass or above since this includes the whole sample, i.e. the CP is 1 (or 100%).
In Table 2, both Breslow-Day and Tarone’s statistics show that the null hypothesis of homogeneity of odds ratio 
across the departments is not rejected since P
ten departments (relating to age at entry and final grade)
 

Hypothesis Statement 

H0: Controlling for (or within departments), there is no relationship between age at entry and final grade (Low 
Grade or High Grade). 
Ha: Controlling for (or within departments), there is relationship between age at 
Grade or High Grade). 
From Table 3, the P-values (0.433 and 0.493) for both Cochran’s and Mantel
null hypothesis of no association of final grade and age at entry of students among the ten dep
of science, University of Ilorin is not rejected. Hence, we conclude that the final grade of students (
High Grade) is not associated with age students at entry.
In Table 4, the odds in favour of a student whose age is less 
Third Class, and Second Class Lower) is 0.865. The 95% confidence interval for this common odds ratio is 
(0.601, 1.246). This interval includes 1; therefore, age at entry of students is independence on final g
categories (High Grade or Low Grade).
From Table 5, both Breslow-Day and Tarone’s statistics show that the null hypothesis of homogeneity of odds 
ratio across the departments is not rejected since P
across the ten departments (relating to sex and final grade) are all equal.
Hypothesis Statement 

H0: Controlling for (or within departments), there is no relationship between gender and final grade (Low Grade 
or High Grade). 
Ha: Controlling for (or within departments), there is relationship between gender and final grade (Low Grade or 
High Grade). 
In Table 6 also, the P-values (0.031 and 0.040) for both Cochran’s and Mantel
null hypothesis of no association of final grade and sex of students among the ten departments of faculty of 
science, University of Ilorin is not rejected. Hence, we conclude that the final grade of students (
Low Grade) is not associated with sex of students.
From Table 7, the odds in favour of male students graduating with Low Grade (Pass, Third Class, and Second 
Class Lower) is 0.670. The 95% confidence interval for this common odds ratio is (0.465, 0.966). This interval 
does not include 1; therefore, there is dependence on
Grade or Low Grade). 
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The table below shows the cumulative odds of 623 graduated students of Faculty of Science, University of Ilorin, 
Nigeria for 2011/2012 academic session. 
Table 1 indicates that the odds for students graduating with first class against all other grades is 0.0196. The odds 

h second class upper and above against second class lower and below is 0.5270 while 
it is 3.5145 for students graduating with second class lower and above against third class and pass. Also, the 
odds for students graduating with third class and above against graduating with pass is 68.2222
The Odds of graduating with second class upper and above (0.5270) is about half of graduating with second class 
lower and below. Though, this odds favours students graduating with second class lower and below, it is 

nable to infer that the final grade is approximately symmetrical about two groups. The first group are those 
with Second Class Lower and below (Low Grade) while the other is for those with Second Class Upper and 
above (High Grade). Also, in most of researches involving categorising students grade in Nigeria varsities, First 
Class and Second Class Upper are usually grouped together while other grades are grouped together. Hence, the 
justification to categorize the final grade in to High Grade (Second Class Upper and First Class) and Low Grade 
(Second Class Lower, Third Class, and Pass) for Cochran’s and Mantel-Haenszel statistics. There is no CO for 
Pass or above since this includes the whole sample, i.e. the CP is 1 (or 100%). 

d Tarone’s statistics show that the null hypothesis of homogeneity of odds ratio 
across the departments is not rejected since P-value (0.861) > α (0.05). This implies that the odds ratio across the 
ten departments (relating to age at entry and final grade) are all equal. 

: Controlling for (or within departments), there is no relationship between age at entry and final grade (Low 

: Controlling for (or within departments), there is relationship between age at entry and final grade (Low 

values (0.433 and 0.493) for both Cochran’s and Mantel-Haenszel statistics reveals that the 
null hypothesis of no association of final grade and age at entry of students among the ten dep
of science, University of Ilorin is not rejected. Hence, we conclude that the final grade of students (

) is not associated with age students at entry. 
In Table 4, the odds in favour of a student whose age is less than 20 years graduating with Low Grade (Pass, 
Third Class, and Second Class Lower) is 0.865. The 95% confidence interval for this common odds ratio is 
(0.601, 1.246). This interval includes 1; therefore, age at entry of students is independence on final g
categories (High Grade or Low Grade). 

Day and Tarone’s statistics show that the null hypothesis of homogeneity of odds 
ratio across the departments is not rejected since P-value (0.661) > α (0.05). This implies that t
across the ten departments (relating to sex and final grade) are all equal. 

: Controlling for (or within departments), there is no relationship between gender and final grade (Low Grade 

or (or within departments), there is relationship between gender and final grade (Low Grade or 

values (0.031 and 0.040) for both Cochran’s and Mantel-Haenszel statistics reveals that the 
of final grade and sex of students among the ten departments of faculty of 

science, University of Ilorin is not rejected. Hence, we conclude that the final grade of students (
) is not associated with sex of students. 

he odds in favour of male students graduating with Low Grade (Pass, Third Class, and Second 
Class Lower) is 0.670. The 95% confidence interval for this common odds ratio is (0.465, 0.966). This interval 
does not include 1; therefore, there is dependence on sex of the students and final grade in two categories (High 
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Haenszel statistics reveals that the 
null hypothesis of no association of final grade and age at entry of students among the ten departments of faculty 
of science, University of Ilorin is not rejected. Hence, we conclude that the final grade of students (Low Grade or 

than 20 years graduating with Low Grade (Pass, 
Third Class, and Second Class Lower) is 0.865. The 95% confidence interval for this common odds ratio is 
(0.601, 1.246). This interval includes 1; therefore, age at entry of students is independence on final grade in two 

Day and Tarone’s statistics show that the null hypothesis of homogeneity of odds 
value (0.661) > α (0.05). This implies that the odds ratio 

: Controlling for (or within departments), there is no relationship between gender and final grade (Low Grade 

or (or within departments), there is relationship between gender and final grade (Low Grade or 

Haenszel statistics reveals that the 
of final grade and sex of students among the ten departments of faculty of 

science, University of Ilorin is not rejected. Hence, we conclude that the final grade of students (High Grade or 
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From the analysis carried out in this research, it can be concluded that the odds of graduating with Second Class 
Upper and above is about half of graduating with Second Class Lower and below.  The odds ratio across the ten 
departments (relating to age at entry & final grade and sex & final grade) are all equal and the final grade of 
students (Low Grade or High Grade) is not associated with both sex and age students at entry. Also, the odds in 
favour of a student whose age is less than 20 years graduating with Low Grade is 0.865 while it is 0.670 for male 
students graduating with lower grade. 
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Appendix 
Table 1: Cumulative Odds for Final Grade

Final Grade Pass Third Class

Frequency 9 

CS 623 

CP 1.0000 

CO  

 
CS = Cumulative Sum CP = Cumulative Proportion

  
 
Table 2: Tests of Homogeneity of the Odds Ratio (age)(

Analysis) 
 Chi-Squared df 
Breslow-Day 4.678 9 
Tarone's 4.677 9 

 

Table 3: Tests of Conditional Independence (age)

 Chi-Squared 
Cochran's .614 
Mantel-Haenszel .469 

 
Table 4: Mantel-Haenszel Common Odds Ratio Estimate (age)

Estimate 
ln(Estimate) 
Std. Error of ln(Estimate) 
Asymp. Sig. (2-sided) 

Asymp. 95% Confidence 
Interval 

Common Odds Ratio

ln(Common Odds Ratio)

 
Table 5: Tests of Homogeneity of the Odds Ratio (sex)(

 Chi-Squared df 
Breslow-Day 6.767 9 
Tarone's 6.767 9 

 
Table 6: Tests of Conditional Independence (sex)

 Chi-Squared 
Cochran's 4.671 
Mantel-Haenszel 4.214 

 
Table 7: Mantel-Haenszel Common Odds Ratio Estimate (sex)

Estimate 
ln(Estimate) 
Std. Error of ln(Estimate) 
Asymp. Sig. (2-sided) 

Asymp. 95% Confidence 
Interval 

Common Odds Ratio

ln(Common Odds Ratio)
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Table 1: Cumulative Odds for Final Grade 

Third Class Second Class Lower Second Class 
Upper 

129 270 

614 485 

0.9856 0.7785 0.3451

68.2222 3.5145 0.5270

CP = Cumulative Proportion  CO = Cumulative 

 

Table 2: Tests of Homogeneity of the Odds Ratio (age)( Age at entry * Final Grade CMH * Department 

 Asymp. Sig. (2-sided) 
 .861 
 .861 

Conditional Independence (age) 
df Asymp. Sig. (2-sided) 
1 .433 
1 .493 

Haenszel Common Odds Ratio Estimate (age) 

Common Odds Ratio 
Lower Bound 
Upper Bound 

ln(Common Odds Ratio) 
Lower Bound 
Upper Bound 

Table 5: Tests of Homogeneity of the Odds Ratio (sex)( Sex * Final Grade CMH * Department Analysis)

 Asymp. Sig. (2-sided) 
 .661 
 .661 

Table 6: Tests of Conditional Independence (sex) 
df Asymp. Sig. (2-sided) 
1 .031 
1 .040 

Haenszel Common Odds Ratio Estimate (sex) 

Common Odds Ratio 
Lower Bound 
Upper Bound 

ln(Common Odds Ratio) 
Lower Bound 
Upper Bound 
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Second Class First Class 

203 12 

215 12 

0.3451 0.0193 

0.5270 0.0196 

 Odds 

Age at entry * Final Grade CMH * Department 

.865 
-.145 
.186 
.437 
.601 

1.246 
-.509 
.220 

Sex * Final Grade CMH * Department Analysis) 

.670 
-.401 
.187 
.032 
.465 
.966 

-.767 
-.035 
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