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Abstract

Musical instrument classification provides a framdwfr developing and evaluating features for any
type of content-based analysis of musical signdignal is subjected to wavelet decomposition. Atadliée
wavelet is selected for decomposition. In our wimmkdecomposition we used Wavelet Packet transfétfter
the wavelet decomposition, some sub band signaisbeaanalyzed, particular band can be represetiiag
particular characteristics of musical signal. Hindahese wavelet features set were formed and thasical
instrument will be classified by using suitable tmae learning algorithm (classifier).

In this paper, the problem of classifying of masimstruments is addressed. We propose a new
musical instrument classification method based @velet represents both local and global informatiyn
computing wavelet coefficients at different freqagisub bands with different resolutions. Using wawpacket
transform (WPT) along with advanced machine legrné@thniques, accuracy of music instrument clasgitin
has been significantly improved.

Keywords: Musical instrument classification, WPT, Featurér&stion Techniques, Machine learning techniques.

I.  INTRODUCTION

The classification of musical instrument, where idhea is to build a computer system that listemigsical
note and recognize which instrument is playing. Eaisinstrument classification plays an importaaterin
developing automatic indexing and database refregwalications. Musical content analysis in gehbesgs many
applications including structure coding, music s@iption, music indexing, and automatic musicanai
annotation, creation of spatial sound effects. Maisinstrument is a crucial subtask in solving éégfficult
problems and also provides useful information leotsound source.

Music is not only for entertainment and foegdure but also for a wide range of purposes dite $ocial and
physiological effects. Efficient and accurate awabic information music processing will be an extedy
important issue, and it has been enjoying a growamgount of attention. Content based music genre
classification is a fundamental component of muisitormation retrieval system and has been gaining
importance and enjoying a growing amount of attentvith emergence of digital music on the interrui-to-
date the reported very little work has been donawomatic musical instrument classification havéreguracy
very low [9]. This suggests feasibility of autoneatiusical instrument classification.

A musical instrument sound is said to have fourceptual attribute: pitch, loudness, duration and
timbre. These four attributes make it possible istimguish musical sound from each other. For malsic
instrument pitch is almost defined and is almostagdp the fundamental frequency. The physical tenpart of
loudness is intensity which is proportional to sygiare of amplitude of acoustic pressure.

Automatically extracting music information is gaigi importance as a way to structure and organiee th
increasingly

large numbers of music files available digitally the Web. It is very likely that in the near futwak recorded
music in human history will be available on the Waltomatic music analysis will be one of the seeg that
music content distribution vendors will use toadtrcustomers [8].

Genre hierarchies, typically created manually bgnhn experts, are currently one of the ways used to
structure music content on the Web. Automatic naisienre classification can potentially automats pinocess
and provide an important component for a completsioninformation retrieval system for audio signdfs
addition it provides a framework for developing aehluating features for describing musical cont&uich
features can be used for similarity retrieval, sifigation, segmentation, and audio thumb nailing éorm the
foundation of most proposed audio analysis techesdar music [1]. Classification of musical instrents into a
single unique class based computational analysisusic feature representations [9].

The paper is structured as follows. Introductiomjilgen section I. A review of related work is irc@ion II.
Feature extraction and the specific feature setsdéscribing timbral texture, rhythmic structurendapitch
content of musical signals are described in SectibnSection 1V motivation V deals with the propems
evaluation and Section VI results.
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Il. Related Work

The basis of any type of classification systermhées éxtraction of features. A large number of défer
feature sets, mainly originating from the area afsim recognition have been proposed to represestcaiu
signals. Typically they are based on some formiwfetfrequency representations. Although a complete
overview of feature extraction is beyond the scopé¢his paper, but some relevant music featureaesitin
references are provided.

Automatic classifications of musical instrumentsvénaa long history. Mel frequency cepstral
coefficients (MFCC) [7] are perceptually used fousit instrument recognition. They provide a compact
representation of the spectral envelope. Speatradlepe is the key information of instrument chégastic and
timbre. In this most of the signal energy is corned in the first coefficients.

More recently music genre classification includpscifically, three feature sets for representiimpral
texture, rhythmic content and pitch content carubed [1]. The performance and relative importaoicéhe
proposed features is investigated by training siedil pattern recognition classifiers using reairier audio
collections.

Gavat [3] proposes a technique of multi-resolutanmalysis and spectral analysis. By using no of
features like Mel frequency Cepstral coefficien4CC), zero crossing rate and FFT coefficientsizealhe
classification of musical pieces in music genresglarhe wavelet transform was used to obtain theasi
representation at different levels. Time and fregyefeatures are extracted for music classificaffin A new
design of a music note recognition system basedtipagion on time delay networks, self organizingp®s, and
linear vector quantization was proposed [5] whiealm e used for music transcription, song retrieval.this
method they used 76 NN to cover the range of insnt from Al to C8 which gives the correct recagnit
rate. The application of such type of musical metmgnition can be done for the music writing.

The pitch dependency method has been fully expldide musical instrument classification [6]. This
Fundamental frequency represents the pitch depewdsfineach feature. Musical instruments are analyzg
discrimination function based on the Bays decisiate. One of the novel method of music instrument
recognition is done by HMM (hidden Markov Model)pegtral envelop is the key information of instrumnen
characteristic and timbre [7]. By decomposing astribment sound into harmonics and noise comporards
then by estimating the amplitudes of harmonic comemb the classification of musical instrument can b
achieved. Feature extraction is the main step enctassification of musical instruments. A new rousiature
extraction method addressed by Tao Li and Qi Li.[IT®ey used wavelet coefficients at various freguyesub
bands for music classification techniques and alsed different types of classification methods KRN,
GMM and STFT. They used the features like timbeatdre, rhythmic content, pitch content, specteaitmid,
roll off, zero crossing, LPC, MFCC, spectral fllbhe automatic classification of music instrument
of such type of method can be extended for ideingfgmotional content of music.

There is in fact a growing interest for music imf@tion retrieval (MIR) applications amongst whieh i
the most popular are related to music similarityiegal, artist identification, musical instrumergcognition.
Currently in MIR related classification system uguedo not into account the midterm temporal prdigsrof the
signal (over several frames) and lie on the assiomphat the observations of the features in déffieiframes are
statically independent. The aim of Cyril Joder smnstrate the usefulness of the information e the
evolution of these characteristics over time. lis thescribed temporal integration for audio clasatfon with
application to musical instrument classificatioh [® this system they used the methods like HMNVING and
DTW.

Tao Li and Qi Li [9] addressed the comparative gtad content based music genre classification. By
computing the histograms on the Daubechies wayBMtCHSs) coefficient the local and global informatiof
music signals can be captured. They compared feetiweness of new feature and previously studesdures
by using the machine learning algorithms. A neatistical approach to musical instrument classificausing
non-negative matrix factorization introduced [1The new feature set generates a vector space toilzieshe
spectrogram representation of a music signal. Taees is modelled statistically by a mixture of Gaass
(GMM). They presented the new feature set basedNMifr of the spectrogram of a music signal for the
description of the vertical structure of music.

A novel technique suggested by Qian Ding [11] for tlassification of recorded musical instruments
sounds based on Neural Networks. The classificatiomusical instruments was on the basis of a échit
number of parameters and timbral features. Regautthie task of classification, they designed a et Feed-
Forward Neural Network (FFNN) using back propagatiining algorithm. George Tanetakis [12] had elon
the classification of musical instrument by usimglividual partials. The strategy presented thatarps the
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spectral disjointness among instruments by ideingfyisolated partials, from which a number of featuare
extracted. The information contained in those fesgtuin turn is used to infer which instrument isrenlikely to
have generated that partial. If several isolatatigis are available, the summarized into a singlere accurate
classification. A possible shortcoming of this altan would be its dependency on other tools tdguer tasks
like onset detection, estimation of number of stamfous instruments and estimation of the fundaahent
frequencies. A fair compararision is only possilblthe same signals and the same number of insmtsrere
considered. A direct comparision with other methfmisinstrument recognition was not presented tHei to
several practical constraints.

I11. Feature Extraction

Many different features can be used for music diaation e.g. content based features includingatityy pitch
and beat, symbolic features extracted from theescand text based features extracted from the Iyang. But
for the accurate classification of musical instratsewe are interested in only content based fesiturEhe
content based features are classified into timtenglure features, rhythmic content features anchpiontent
features [9]. Typical timbral features include fpa&l centroid, spectral Roll off, Spectral Fluxeegy, Zero
Crossings, Linear Prediction coefficients, and Metquency cepstral Coefficients (MFCCs). Amongtladise
features MFCCS are dominantly used in music recdimgmni

I1I.A. Timbral Textural Features:

Timbral texture features(spectral features) arel tisaifferentiate mixtures of sounds that are jibgswvith the
same or similar rhythmic and pitch contents. Taaettthe timbral features the music signal is dididnto
frames that are statically stationary usually bglgipg a windowing function, at fixed intervals. &window,
remove the edge effects. Then the timbral texteatures are then computed for each frame by céilegllmean
and variance (stastical features).
e Spectral centroid: is the centroid of the magnitadectrum of short term Fourier transform and & is
measure of spectral brightness. Formally spectnatroid G is defined as
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Fig 1. Spectral centroid for guitar signal

e Spectral Roll off: is the frequency below which 88%the amplitude distribution is concentrated. It
measures the spectral shape.
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Fig.2. Spectral roll off for guitar signal

e Spectral Flux The spectral flux is defined as the squared diffeee between the normalized
magnitudes of successive spectral distributions
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Fig 1. Spectral flux for guitar signal
e Zero crossings is the number of time domain zeossings of the signal. It measures the noisiness of

the signal. Normally, the time domain zero crossidgis defined as

Z =% > sign({n]) - sign(xn-1]) ......... )
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Fig.2.Zero crossing for guitar signal

« Mel-Frequency Cepstral Coefficientdel-frequency
cepstral coefficients (MFCC) are perceptually matidd features that are also based on the STFTr. Afte
taking the log-amplitude of the magnitude spectrtim,FFT bins are grouped and smoothed according
to the perceptually motivated Mel-frequency scalifigally, in order to decor relate the
resulting feature vectors a discrete cosine transfe performed. Although typically 13 coefficiersee
used for speech representation, we have foundtlieafirst five coefficients provide the best genre
classification performance.

« Energy is simply the sum of the amplitudes preseatframe and defined as,

Energy= Nzr:‘f(x[n])z ............. (5)

I11.B  Timedomain features:
ADSR Envelope:

Amplitude
M
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Fig1. ADSR Envelope

Time domain features (Temporal features) relatatiecshape of the envelope of the musical notackttime is
the time difference between onset and end-of-att@clset time is the time at which the note beginsaund.
Decay time is the time difference between end-tz#fektand the forward position where the amplitigl25% of
the amplitude at end-of-attack. Roll-off Rate is thte of decrease of amplitude from end-of-attadke forward
position where the amplitude is decreased by 258edmplitude at end-of-attack.
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I11.C. Rhythmic Content Features:

Rhythmic content features are those characterzeetularity

of the rhythm, the beat, tempo and the time sigeaflihe feature is calculated by periodic changa® the beat
histogram. In beat histogram we select the two éstjipeaks and compute their relative amplitudethedatio
between relative amplitudes, and the period lemgteach. By adding the overall average of the aunhdi a
total of six features are calculated [1]-[2].

I11.D. Pitch Content Features:

The pitch content features describe the melodyranchony

of information about music signals and are extihdiased on various pitch detections algorithms. pibeh
content features typically include the amplituded periods of maximum peaks in the histograms. dadlyithe
dominant peaks of the autocorrelation functionculalted via the summation of envelopes for eachuieacy
band obtained by decomposing of the signals angithke content are extracted from the pitch histogs. Also
pitch can be calculated by different pitch detettiechniques like DFT, FFT, Cepstral and many more.

IV. Motivation:
Recently wavelet transforms have found widespresdin various fields of music signal processing.uBing
wavelet
transform, it is possible to extract the desiredetifrequency components of a signal correspondinguusic
signals. After the wavelet decomposition some sahdbsignals corresponding music signals can beysetl
Each chosen sub band can be analysed in detaihdlysis we get different characteristics informatiegarding
the particular instrument concentrated in a pa#dicband. Hence we proposed Wavelet
Packet Transform. As we said after the wavelet ogmsition, some sub band signals can be analyzed,
particular band can be representing to particulasiminstrument.

The motivation in studying wavelet transform wasvided by the fact that signals can be modelled
suitably by combining translation and dilation obimple, function called a wavelet. Wavelet mearshart
wave. Wavelet transform are mostly used in mangsacé signal processing and image processing ilegifg
of noisy data, compression, fingerprint compressémiye detection, medical electronics etc.

The wavelet transform (WT) is a transform whictoypdes a time frequency representation. It is
capable of providing the time and frequency infdiora simultaneously. Hence, it gives a time frequen
representation of the signal. This transform i@ mathematical tool for local representation ofi stationary
signals. It involves mapping of signals to a timegliency joint representation. The temporal aspeicthe
signals are preserved. WT provides multiresoludoalysis (MRA) with dilated windows. The high fremey
analysis is done using narrow windows and low feggpy analysis is done using wide windows. When s& u
frequencies are a narrow window, time resolutiobetter and the high frequencies are resolvedrie tiomain.
When the window is wide, the time resolution is pdaut frequency resolution is good and low frequies are
resolved in frequency domain.

The WPT system was proposed by Ronald Coifmanlitawafiner and adjustable resolution of
frequencies at high frequencies. Wavelet packetsrequired to find the parameters of the signatiéidin
specific bands.

Tree Decormposition

1.n

(4.0) (4.1) (4.2) (4.3) (4.4) (4.5) (4,6) (4.7) (4,8) (4.9) (4.10){4,11)(4,12){4.13)(4,14)(4.15)

Fig.2 wavelet Packet Tree
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V. Evaluation:

The musical instruments are commonly sorted into 4
families according to their vibration nature, whiake brass, keyboard, string and woodwinds. Cuyreatir
small instrument database has 16 wav files andreveansidering the ten C, D & E notes.

The signal is subjected to wavelet decompositiam. our work we used the four levels of
decomposition. Daubechies wavelet filters are comynased for music retrieval. The decompositiomuafsic
signal using wavelets produces a set of sub baguhlsi at different frequencies corresponding tdedint
characteristics. This motivates the use of wavédehnique for feature extraction method. The wavele
coefficients are distributed in various frequeneptbs at different resolutions.

In this method, the silence part of the musicahaig
is removed first i.e. from starting and from entiem WPT of music signal is taken. In WPT, the msginal is
decomposed into 16 bands using 4 level decompnsilibe energies of all 16 bands are calculatednThe
ratio of the energy in each band to energy in firabd is calculated i.e..f;, Es/E;, E4/E; and so on. This
normalises the parameters. And then statisticarpaters are calculated for these energy ratiotassify the
musical instrument. Here we are calculating théssizal parameters like average, mean, standarititen and
variance.

The algorithm contains following steps:
1. Read wav file
2. The 4 level wavelet decomposition of the music aigs obtained by using WPT.
3. Calculate the energy of each sub band.
4. Also compute the ratio of the energy in each suidlia the energy of first sub band.
5. Calculate the statistical parameters like variastamdard deviation and mean.
The output of 4 level decomposition is given:

Oriinalsgral
02 :

ot ofsence remoed signl
w2 T T T

a | | | | | | | |

0 05 1 15 2 25 E 38 4 45 5
sample number -

Fig3. Original signal of guitar C2 notesand its silence removed signal
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Fig 4 showswavelet packet coefficients guitar C2 notes

VI. Result:
We have conducted experiments on sixteen musicatuiments which are Cornet, Trombone, Trumpet,
Tuba, Celesta, Harpsichord, Piano, Guitar, SitartelViolin, Horn, Harmonica, Oboe and Saxophohié.
the work is implemented in MATLAB to get resultsalile 1 shows the individual instrument recognition
accuracy. In this we are considering the ten imsémts for checking the accuracy by using Wavelet
transform. The results are getting for 14 instruteelh means we can better parametrically represersical
instruments using the wavelet transform.

Family Instrument Testing Recognized | Accuracy
Notes Notes
Bass 10 7 100%
String Guitar 10 8 80%
Instruments| Sitar 10 10 100%
Violin 10 6 60%
Celesta 10 1 10%
Keyboard Harmonica 10 6 60%
Instruments| Harpsichord | 10 10 100%
Piano 10 5 50%
Flute 10 10 100%
Woodwind | Horn 10 5 50%
Instruments| Oboe 10 10 100%
Coronet 10 7 70%
Brass Trombone 10 8 40%
Instruments| Tuba 10 10 100%

Table 1: Individual instrument recognition accuracy
VIl. Conclusion:

In this paper we proposed a new feature etiraenethod for the classification of the musicatruments.
We have conducted experiments on sixteen musisaiuiments. Only for the fourteen instruments wethet
results hence to improve the result of this systeenhave to look specific musical instrument feadundich
clearly characterize the musical instrument. Theszope to investigate new specific features whanh clearly
distinguish musical instruments. We are workinggpessively in this direction.
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