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Abstract

Growing technological progressions have given tsemany issues concerning the contemporary decision
making in business, which is a difficult phenomenaithout Business Intelligence/ Machine LearnindgeT
linking of machine learning with business intelige is not only pivotal for business decision mgkiut also
for the business intelligence in totality, owingth@ reason that in absence of machine learnirgsida making
couldn't take place efficaciously. Machines needeirn, re-learn, and then only they can help yearning
process. The below paper seeks to make this cosoapte/ easy by removing the ambiguities usingaegal
framework. In order to prove the impact of machie&rning on business intelligence, we need to fisethe
trends, what is going around the world — businesstb stay updated, then only it can be a sucdemsfieavour.
The paper posits the basic theories and definitidrimusiness intelligence and machine learninglebon from
the past and forecast the future trends, many coi@pare adopting business intelligence tools astems.
Companies have understood the brilliance of enfigr@chievements of the goals defined by their lmssin
strategies through business intelligence conceptsadgth the help of machine learning. It descritfesinsights
on the role and requirement of real time Bl by eixang the business needs.

Keywords: Business Intelligence (Bl); Machine Learning (MLArtificial Neural Networks (ANN); Self-
Organizing Maps (SOM); Data Mining (DM); Data Waoeising (DW).

1. Introduction

Business Intelligence is defined as the processtthasforms data into information and then intmkledge.
Data are raw facts and figures, information is pesed data and knowledge is information analysetkrstood
and explained. Bl deals with gathering high quatityd meaning information about the subject matend
researched that will help individuals to analyse thformation, draw conclusions and make assumgtion
Business Intelligence is an umbrella term that doew architectures, tools, databases, analyticals,to
applications, and methodologies (Turban, 2012)isBhe use of high level software intelligence fusiness
applications. The advances which have taken pladhd past decade in processing power, connectivity
intelligent technologies have generated an intdresite use of software technologies for busin€sstomers
increasingly interact with the business systemsrattbe high level of effective intelligence affedteem
directly. In addition to this business systemsiaceeasingly interacting with other business systelm nut shell
the objective of Bl is to improve the quality ofégnmation and enable managers to understand posifitheir
firms as compare to that of their competitors lretter way.

Business intelligence systems combine operationdltastorical data with analytical tools to preseatuable
and competitive information to business plannerd decision makers. Business intelligence applioatiand
technologies can help companies to analyse chamigings in market share; changes in customer belaand
spending patterns; customers’ preferences; compapgbilities; and market conditions. While the hass
world is rapidly changing and the business prosesse becoming more and more complex making it more
difficult for managers to have comprehensive undeding of business environment. The factors of
globalization, deregulation, mergers and acquisijocompetition and technological innovation, héseed
companies to re-think their business strategiesnaaugly large companies have resorted to BusinesHigeince
(BI) techniques to help them understand and cobtisiness processes to gain competitive advantage.
Learning is knowledge or skill that is acquiredibgtruction or study. It is a process of self-imggment and
thus an important feature of intelligent behavidigarning is acquiring new or modifying existingawledge,
behaviours, skills, values or preferences and nmaglve synthesizing different types of informatiofhe
cognitive process of acquiring skill or knowleddeyman Learning is a combination of many complicated
cognitive processes, including induction, deductiamalogy and other special procedures relateds$erving
and analysing situations. (Turban, 2012)

Machine Learning refers to techniques which allow agorithm to modify itself based on observing its
performance such that its performance increaseshia learning techniques enable computers to eequi
knowledge (i.e. learn) from data that reflects hiorical happenings. They overcome deficienciemanual
knowledge acquisition techniques by automatinglé&aening process (Turban, 2012). Machine Learn:@ i
part of an emerging Artificial Intelligence techagly that over the past few years has been emplbyean
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increasing number of disciplines to automate commlecision making and problem solving tasks. Mlais
family of methods that attempt to allow machinesatguire knowledge for problem solving by showihgrm
historical cases. Among the various methods availafrtificial Neural Network (ANN) is the most pafar
which has been inspired by the biological neurtéivoeks of the human brain and started as an attéonpiodel
the learning capabilities of humans. Other techedginclude inductive learning, case-based reaspgiegetic
algorithms, NLP etc.

Learning forms the base for any sort of intelligere without appropriate learning infusion, a persannot
possess the genuine skills of intelligence e.ghifdds first taught how to write a letter ‘A’ theanly he/ she can
apply it, to form a word like A for Apple, in theme way machine learning is the first step, whickubservient
to Business intelligence. Without comprehending iitey-gritty’s of machine learning, business itiggnce
will be fragile.

2. Review of Literature

2.1 Business I ntelligence:

Bl is rooted DSS discipline. It has suffered coasadle evolution and nowadays is an area of DSfSattracts a
great deal of interest from both industry as wsllrasearchers. The first reference to Bl was mad@.inh,
1958), Where other terms such as Executive Infdomabystem (EIS) and Management Information System
(MIS) were replaced. In 1970’s MIS reporting systeras used. However it lacked analytical capabditi
1980’s the concept of EIS evolved. This conceptaeded the computerized support to top level masaged
executives. Some of the capabilities introducedewfarecasting, prediction, trend analysis etc. Teame
capabilities and some new ones like OLAP, data ausing, data mining, appeared under the name ti&d. T
literature review on Bl reveals few empirical sesli Most of the articles are conceptual. In addjtive
recognize the traditional “separation” between técdl and managerial aspects, outlining two broatiepns
Table 1).

Managerial Approach Technological Approach
Focus on the process of gathering data from Focus on the technological tools that
Internal and external sources and of analysisgpport the process (Kudyba & Hoptroff, 2001)
themin order to generate relevant informatjon
(Liautaud & Hammond, 2000)

Table 1: Two approaches to Bl

From the managerial approach, Bl is seen as a ggdoewhich data from inside and outside the compae
integrated in order to generate information relévanthe decision making process. The role of Blehis to
create an informational environment and proceswitigh operational data gathered from transactisgatems
and external sources can be analysed and to rthedstrategic” business dimensions. From this pectve
emerge concepts such as “intelligent company”: thia¢ uses Bl to make faster and smarter decisivens its
competitors (Liautaud & Hammond, 2000). “Intelligefi means reducing a huge volume of data into
knowledge through a process of filtering, analysang reporting information.
The technological approach presents Bl as a satadd that supports the storage and analysis ofrimdtion.
The focus is not on the process itself, but ontélsdnologies that allow the recording, recoverimgnipulation
and analysis of information. For instance, (KudgbBloptroff, 2001)understand Bl as data warehougd4/);
(Scoggins, 1999)classifies data mining (DM) as adghnique; Hackathorn includes all resources (DM,
hypertext analysis and web information) in the tiogaof a Bl system; and finally, linking Bl andehnternet,
(Giovinazzo, 2002)positioned the integration of DWhd customer relationship management (CRM)
applications.
Whether managerial or technological, there is aeshalea among all these studies:

v" The core of Bl is information gathering, analysisl aise.

v" The goal is to support the decision making prodesiping the company’s strategy.
Bl is an area of Decision Support System (DSS)ctli$ an information system that can be used tpatp
complex decision making, and solving complex, ssmiectured, or ill-structured problems (Azevedo &nfs,
2009) . (Golfarelli, Rizzi, & Cella, 2004) ArgueahBI is the process that transforms data intorimégion and
then into knowledge. (Stackowiak, Rayman, & Greddwa007) Opine that Bl is the process of takingyéa
amounts of data, analysing that data, and presgatinigh-level set of reports that condense thenegsof that
data into the basis of business actions, enablingagement to make fundamental daily business desisi
(Cui, Damiani, & Leida, 2007) Argue that Bl is tieay and method of improving business performance by
providing powerful assistance to executive decisimker which enables them to have actionable irdion at
hand. Bl tools are viewed as technology that endmrhe efficiency of business operation by progdan
increased value to the enterprise information a@ch the way this information is utilized. (Zengy,>Shi,
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Wang, & Wu, 2007)has put forward the concept ofBI“The process of collection, treatment and diffusf
information, which has an objective, the reductiddmuncertainty in the making of all strategic démis.” While
(Wu, Barash, & Bartolini, 2007) argues that Bl iSbaisiness management term used to describe applisa
and technologies which are used to gather, praaidess to analysed data and information about @npeise,
in order to help them make better informed busirdesssions.” (Van Drunen, 1999)has considered Rassin
Intelligence as different as its predecessor, ‘slegisupport”, in that it is a strategic tool irded to help with
planning and performance measurement, rather thdmpartly operational decisions. Bl is the abild§ an
organization to understand and use informationst@ainful operation (Radonic & Curko, 2000) theedtprise
Bl is a way that brings synergies to business mae® and new efficiencies across business areastdud &
Hammond, 2000).

Taking into account the scarce literature, we labKer other areas that could help us reach a more
comprehensive understanding of Bl. We find contidms in three distinct topics: information plangin
balanced score card and competitive intelligence.

Authors writing about information planning emphasithe importance of identifying few but strategic
information (Reich & Benbasat, 2000), which positsind of paradox regarding the overload of infotiorawe
have today: the problem of Bl is exactly to redgemntity into quality. In addition, information esant to
decision making is likely to exist inside the compalready or to be clearly defined in the mandgarsds. In
a similar vein we have the well-known critical faxst of success (CFS) method by which executivectivgs,
indicators, measures and reports are identified selcted by means of a sequence of interviews tejh
management (Rockart, 1979)Both areas — informatianning and CFS - promote a realist ontology tieaties
the socially constructed and political processnédrimation “producing” in any organization.

The concept of balanced scorecard (BSC) also offerse contribution to our study of Bl as it assteda
indicators and measures (information) to the maimitpof strategic objectives of the company (Zedléng,
1999). BSC can be seen as a set of measures thvidga fast and understandable view of the busitehigh-
level executives (Kaplan & Norton, 1992) its deyefent was motivated by the dissatisfaction with the
traditional performance measures that were onlgeored with financial metrics and focused in thstjgad not
the future. As a result, the financial measures @mplemented with operational, internal procesd an
innovative and organizational learning measure® fiain contribution of BSC to our study is this&adef
multiple perspectives. Regarding the context ofeltgying countries, such as of Brazilian companieisat
alternative and particular perspectives could wgregpte?

Finally, we borrowed insights from a neighbouringa competitive intelligence (Miller, 2002). It &out
“beating your competitors both here and abroadreavetr being surprised. We found here the same comdgth
the process of data collection and analysis, anll thie distinction between information and intedlige we
have found in BI definitions. Information is factuatelligence is something that can be acted ypath are
contextual.

After analysing all the ideas described above (bledominated by a positivistic standpoint) andingy to
develop a more critical appreciation, we put fadva distinct definition of Bl: a collective and csally
constructed process of information gathering, aisland dissemination where the information is tewt
strategic, belongs to multiple perspectives, ogtgs internally and externally, and is contextealizn addition,
we believe that such a process should be reflekize organizational members should be criticghrding their
role, the role of their company in their contextlamitical regarding the information they help toguce.

2.2 MACHINE LEARNING:

1950’s - 1960’sAn exploratory period when many general techniquee born, early research was inspired by
biology and psychology, (Rosenblatt, 1957) Devetbtiee “perceptron” which was modelled after neurdhs
was the precursor to later work in neural netwolkgMinsky & Papert, 1969)a seminal paper provingt the
perceptron was inherently limited, which discouhgesearch in this area for almost 20 years. ThstoHi of
machine learning dates back to the 1950's duriag\trand cognitive science days.

1970’s: This period was characterized by the developmemharfe practical algorithms, often using symbolic
techniques. (Royce, 1970)Important work on learningblocks-world domain, “knowledge acquisition
bottleneck”, META-DENDRAL learned mass-spectromgirgdiction rules.

1980’s: Explosion of different techniques & increased engigh@n evaluation, the notion of “version spaces”
was developed by (Mitchell, 1982), and the conadginductive bias” (with Utgoff), (Quinlan, 1983}reated
the ID3 decision tree algorithm. Valiant in 1984fided the idea of “probably approximately corre(PAC)
learning, still the dominant theoretical paradigrhe back propagation algorithm (Rumelhart, 1986)caame
many of the limitations of the perceptron. Expléamabased learning, speedup learning, and casettesming
became very popular, continued progress on deetsgenand rule learning. Explanation-based learrand
speedup learning are exemplified by utility probleamalogy, resurgence of connectionism (PDP, ANMC
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learning, experimental evaluation.

1990’s: The machine learning (ML) community has become dasingly concerned with evaluation. ML
systems must be formally evaluated to ensure tletésults are meaningful. Community data sets baea
made available for comparing algorithms. Data nmgnhas emerged as an important application for many
business activities. Some new directions includidistical comparisons of algorithms, Theoreticshlgises of
algorithms, Successful applications, Multi-relatbtearning, Ensemble and Kernel Methods. CurresgdJof
Machine Learning: Reinforcement learning, Bayeslaarning, automatic bias selection, inductive logic
programming (mostly in Europe), and applicationsrddotics, adaptive software agents, voting, baggin
boosting, and stacking.

2000 & Beyondit is an Interaction between symbolic machine leagncomputational learning theory, neural
networks, statistics, and pattern recognition. Negwplications for ML techniques: knowledge discovémy
databases, language processing, robot control, ioatobial optimization. To improve accuracy by eiag
ensembles, Scaling up supervised learning algosittearning complex stochastic models (Hierarchiiature

of Experts, Hidden Markov Model, and Dynamic Prabstic Network).

3. Framework of Business Intelligence through Maclme Learning
The below is the framework of Business Intelliggnskeowing various components/ tools which helpha t
acquisition of knowledge, pivotal for decision madivis-a-vis Machine Learning (Figure 01):
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Data is collected from internal and external soswrdaternal sources of data are organizations tipes
database and external source of data includedrdatacustomers, suppliers, government agenciespettars,
internet etc. The collected data is stored in dateehouse after extract transform and load (ETijally data
stored in data warehouse is analyzed for decisiaking.

DATA ACQUISITION: It consists of systems that have interface withdperational systems to load data into
data ware house. Data is first entered by a daibjriess process based on online transaction progeg&3L. TP)
and is stored in operational database such as&aB2, Informix, SQL Server, etc. Before dataoigded from
operational and external sources into data warehibusidergoes following stages:

a) Extraction and cleanse: data is acquired from multiple sources. Theaett data is filtered out from
various forms of pollution. Data cleansing validgatend cleans up the extracted data to correct
inconsistent, missing or invalid values.

b) Transform:- Here data is integrated into standard formatstarsiness rules are applied that map data
to the warehouse schema.

c) Load:- Data loading loads the cleansed data into thee \dtarehouse.

DATA STORAGE: After ETL data is stored in data warehouse or dadé#s for future analysis.

a) Data Warehousing: Data warehouse is a collection of corporaterimgttion derived directly from
operational system and some external data souldaestfud & Hammond, 2000) (Lunh, 1958)
(Negash, 2004). Its specific purpose is to supposiness decisions. Inmon who coined the terna‘dat
warehouse” in 1990, argues that a data warehousesiject oriented, integrated, time-variant, non-
volatile collection of data that is used primarity organizational decision making. Before designing
data warehouse the requirements of an organizsakionld be taken into consideration.

b) Data Marts:- These are also a kind of data warehouses but snsze typically created by individual
departments to facilitate their own decision suppativities. It's small and easy to develop. Of¢he
purposes to build a data mart is to get prototypes@n as possible without waiting for a larger
corporate data warehouse.

c) Meta Data: -Its data about data. To understand and locate idatiae data ware house users need
information about the data warehousing system #nddntents. This information is known as Meta
data and helps business users to understand wdnadilable, how to access it and what it means.

DATA ACCESS AND ANALYSIS: It is referred to as front end. It consists of ascols and techniques that
provide a user with direct, interactive, accessldta and hides the technical complexity of dateenl. It's
friendly enough for use even by a non-technicas@er This is accomplished by use of various tools

a) Sophisticated data analysis tools like OLAP.

b) Data mining tools.

¢) Machine learning tools.

4. Categories/Classification of Machine Learning

Machine learning has three basic categories-Sugmtviearning, unsupervised learning and Reinforoéme
learning. The simplistic taxonomy of machine leagnivith exemplary methods listed under each categoas
follows:-

6. Limitations of Text Mining
The fundamental limitations of text mining include:

* Decision Tree

Supervised e Neural Networks
Learning * Support Vector
Machines

» Rough Seats

Q-Leaming
Adaptive Heuristic
State-action-reward
Genetic Algorithms

MACHINE Reinforcement
LEARNING Learning

* SOM(Neural
Unsupervised networks)
Learning * Adaptive
Resonance
Theory
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4.1 Supervised Learning:lt is a process of inducing knowledge from a dailservations whose outcomes are
known.
Example: Say we induce a set of rules from histdrioan evaluation data, because the decisiomesetloan
cases are known, we can test how the induced npedfelrms when it is applied to those historicalesas
Decision Tree:A decision tree outlines several options or ctgithe probability outcomes and also
costs. A decision tree is defined as “ a predictivedelling technique from the field of machine
learning and statistics that builds a simple tike-$tructure to model the underlying pattern [afed”
(Prediction Works, 2011). Decision trees are oxamle of a classification algorithm. Classificati
is a data mining technique that assigns objectsof several predefined categories (Tan, Stembac
& Kumar, 2005).
Classification algorithms (also called classifiehgve helped solve problems ranging from credid car
theft detection (Chan, Fan, Prodromidis, & Stolf699) to diagnosing patients with heart problems by
recognizing distinctive patterns in a dataset dadsifying activity based on this information. Rr@n
intrusion detection perspective, classificationoailhms can characterize network data as malicious,
benign, scanning, or any other category of intetsgtg information like source/destination por3, |
addresses, and the number of bytes sent duringreection.
Neural Networks:The first artificial neuron was produced in 1943 the neurophysiologist Warren
McCulloch and the logician Walter Pits. But thehteclogy available at that time did not allow them t
do too much.

An Artificial Neural Network (ANNs an information processing paradigm that is irespby the way
biological nervous systems, such as the brain,ga®tformation. The key element of this paradigm i
the novel structure of the information processiggtam. It is composed of a large number of highly
interconnected processing elements (neurones) mgtiki unison to solve specific problems. ANNSs,
like people, learn by example. An ANN is configuréat a specific application, such as pattern
recognition or data classification, through a l&@grprocess. Learning in biological systems invelve
adjustments to the synaptic connections that é&dsieen the neurones. This is true of ANNs as well.
Neural networks, with their remarkable ability terive meaning from complicated or imprecise data,
can be used to extract patterns and detect tréatigte too complex to be noticed by either hunmains
other computer techniques. A trained neural netweark be thought of as an "expert" in the categbry o
information it has been given to analyse. This eixpan then be used to provide projections givem ne
situations of interest and answer "what if* quesi¢Stergiou & Sigsnos, Neural Networks, 1996).
Support Vector Machine (SVMRupport Vector Machines are linear functions & fbrm f(x) = (w
X) + b, where (w ¢ X) is the inner product betwdle@ weight vector ‘w’ and the input vector ‘x’. The
SVM can be used as a classifier by setting thesdtag if f(x) > 0 and to -1 otherwise. The mairadof
SVM is to select a hyper-plane that separates ¢iséiype and negative examples while maximizing the
minimum margin, where the margin for examplesxyf(x;) and ye —{ 1,1} is the target output. This
corresponds to minimizing (w ¢ w) subject t§(w ¢ X) + b] > 1 for alli. Large margin classifiers are
known to have good generalization properties. (@ni & Shawe-Taylor, 2000)

4.2 Un-Supervised Learning:lt is used to discover knowledge from a set oadelhose outcomes are unknown.
A typical application is to classify customers ingeveral different profiles and lifestyles. Befotiee
classification, we do not know how many differeimids of profiles and lifestyles are available, dorwe know
which customer belongs to a particular profileifastyle.
Self-organizing map (SOMThe Self-Organizing map (SOM) is a widely usedfiaitil neural network
model. In the SOM, learning process is unsupervieeda priori classifications for the input exangple
are needed. The learning process is based on styndamparisons in a continuous space. The résult
a system that associated similar inputs close ¢b ether in the two-dimensional grid called the map
The input may be highly complex multidimensionahmarical data. Recently, the SOM has also been
used for the analysis and visualization of symbatfid text data (Honkela, Leinonen, Lonka, & Raike,
2000).
Adaptive Resonance Theory (ARThe Adaptive Resonance Theory (ART) was introdwued theory
for human cognitive information processing by Stplrossberg and Gail Carpenter. The theory has
led to neural models for pattern recognition andupervised learning. These models are capable of
learning stable recognition categories. ART systdange been used to explain a variety of cognitive
and brain data.
The Adaptive Resonance Theory addresses the jitiagtiasticity dilemma of a system that asks how
learning can be preceded in response to significgnit patterns and at the same time not to lose th
stability for irrelevant patterns. Besides that pasticity-elasticity dilemma is concerned aboodv a
system can learn new information while keeping what learned before. For such task, a feedback
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mechanism is added among the ART neural networrsayf an appropriate pattern is developed, the
resonance is reached then, weight adaptation gggehaduring this period. (Vieira & Lee, 2007)

4.3 Reinforcement Learning:It is not as popular as the other two types duthéofact that it is not as mature

and its applicability is limited to a small setrefl world situations. This type of learning is sessfully applied

to learning to play backgammon, autonomous searobts, and controlling the flight of helicopterig type

of learning is also called trial-and-error learning
Q-learning (Watkins, 1989) It is a form of model-free reinforcement learnitiguses the information
observed to approximate the optimal function, frefmich one can construct the optimal policy. The
conditions have to do with the exploration polieydahe learning rate. For the exploration one néeds
require that each state action be performed infnitdéten. The learning rate control shows fast we
modify our estimates. One expects to start withigh tearning rate, which allows fast changes, and
lowers the learning rate as time progresses. Thie lzanditions are that the sum of the learningsat
goes to infinity (so that any value could be realaed that the sum of the squares of the learratesr

is finite (which is required to show that the comesrce is with probability one). (Even-Dar &
Mansour, 2003)

Adaptive Heuristic:The adaptive heuristic critic algorithm is an adaptversion of policy iteration

(Barto, Sutton, & Anderson, 1983) in which the wafunction computation is no longer implemented
by solving a set of linear equations, but is indteamputed by an algorithm called temporal diffeeen
(TD) learning. TD is related to dynamic programmieghniques because it approximates its current
estimate based on previously learned estimate lifkiag, Littman, & Moore, 1996)

SARSA (State-Action-Reward-State-Actidime SARSA algorithm was first explored by Rummery
and Niranjan in 1994, who called it modified Q-leéag. The name "SARSA" was introduced by
Sutton in 1996. Like Q-learning, this method hasrbproved to converge to the optimal action values,
provided that the actions asymptotically approaghesdy policy, because it eliminates the use @fnth
min operator over the actions, this method is fatan Q-learning for situations where the actieh s
has high cardinality. (Ribeiro, 2000)

Genetic Algorithmlt is a form of evolutionary computing which iscallective name for problem
solving techniques based on the principles of Igioll evolution like natural selection. Genetic
algorithm approach is based on three main processessovers, mutation and selection of individuals
Initially many individual solutions are gatheredyéther to make a randomly generated population.
Genetic algorithms are based upon the Darwin thebt{The survival of the Fittest" depending upon
the fitness function the best possible solutiores sglected from the pool of individuals. The fitter
individuals have greater chances of its selectiwh lsigher the probability that its genetic inforioat
will be passed over to future generations. Oncecsien is over new individuals have to be formed.
These new individuals are formed either througtssoeer or mutation. In the process of crossover,
combining the genetic makeup of two solution caatid (producing a child out of two parents) creates
new individuals. Whereas in mutation, we alter sdndividuals, which means that some randomly
chosen parts of genetic information is changedit@io a new individual. The process of generation
doesn't stop until one of the conditions like miaim criteria is met or the desired fitness level is
attained or a specified number of generations eaehed or any combination of the above. (Singh,
Bhatia, & Sangwan, 2007)

5. Machine learning and its applications reformative in Business

One measure of progress in Machine Learning isigsificant real-world applications, such as thtisted
below. Although we now take many of these appl@eifor granted, it is worth noting that as late. @885 there
were almost no commercial applications of machesring. The following are the applications of maeh
learning:

Speech recognition: Currently available commercial systems for spaedognition all use machine learning in
one fashion or another to train the system to neiezegspeech. The reason is simple: the speech niticrg
accuracy is greater if one trains the system, thane attempts to program it by hand. In fact, pnaommercial
speech recognition systems involve two distinctrig®y phases: one before the software is shippathijtg the
general system in a speaker-independent fashiod)aasecond phase after the user purchases theassifto
achieve greater accuracy by training in a speakpeddent fashion).

Computer vision: Many current vision systems, from face recognitiystems, to systems that automatically
classify microscope images of cells, are develgg@dg machine learning, again because the resugiiatems
are more accurate than hand-crafted programs. Gissine-scale application of computer vision trainsthg
machine learning is its use by the US Post Officautomatically sort letters containing handwriteetdresses.
Over 85% of handwritten mail in the US is sortetbaatically, using handwriting analysis softwarairied to
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very high accuracy using machine learning overrg kage data set.

Bio-surveillance: A variety of government efforts to detect and tratikease outbreaks now use machine
learning. For example, the RODS project involvesl-tene collection of admissions reports to emeoyen
rooms across western Pennsylvania, and the useachine learning software to learn the profile gitgl
admissions so that it can detect anomalous patt#rsymptoms and their geographical distributiomrrént
work involves adding in a rich set of additionatalasuch as retail purchases of over-the-countaiaimes to
increase the information flow into the system, Hartincreasing the need for automated learning oakstigiven
this even more complex data set.

Robot control: Machine learning methods have been successfudlg iisa number of robot systems.

For example, several researchers have demonsttetage of machine learning to acquire controkesgias for
stable helicopter flight and helicopter aerobatitee recent Darpa-sponsored competition involvingplaot
driving autonomously for over 100 miles in the déseas won by a robot that used machine learningfioe
its ability to detect distant objects (trainingeifsfrom self-collected data consisting of terragen initially in the
distance, and seen later up close).

Accelerating empirical sciences; Many data-intensive sciences now make use of madbarning methods to
aid in the scientific discovery process. Machirariéng is being used to learn models of gene egjmesn the
cell from high-throughput data, to discover unusastronomical objects from massive data collectgdhle
Sloan sky survey, and to characterize the compétems of brain activation that indicate differeognitive
states of people in MRI scanners. Machine learnigghods are reshaping the practice of many da¢msite
empirical sciences, and many of these Scienceshoddvworkshops on machine learning as part of theld’'s
conferences.

6. Benefits of Bl — When Dovetailed With Machine Larning
Because of the wide applicability of Business ligehce in both enterprise and extranet deploymethis
business benefits are numerous.
Eliminate guesswork: "Running a business shouldn't be like gamblingld sken Dixon, executive vice
president of marketing at Kogent Corporation. Besgintelligence provide more accurate historieghdreal-
time updates, synthesis between departmental ttatssforecasting and trending, and even predictitat if?'
analysis," thus eliminating the need to guesstimate
Make you aware of emerging crises. Bl software can pace up decision-makers with ongy@perations via
regular, scheduled reports. In addition, Bl sofevean be configured to send automated alerts ppooppate
decision-makers to notify them of incidents thajuiee action — such as warehouse stock quantitiegpihg
below a predefined level
Get key business metrics reports when and where you need them: Today, many business intelligence software
vendors are making it possible for users to ackegsbusiness metrics, reports and dashboards orlewob
devices like their iPhone, iPad, Android or BlackBe giving sales and marketing people access itacalr
business information on the fly.
Get insight into customer behaviour: Identify, track and monitor customer purchase tsabio
effectively segment your current and future custobase.

v Help you identify and capitalize on up-sell andssrsell opportunities

v Allow you to use customer data to meet and excestbmer expectations
Improving customer satisfaction: With access to information, users can make belgéeisions faster without
having to escalate standard problems up the maregehnierarchy. This guarantees pragmatic and éffect
solutions since the people directly involved in thgerations make decisions. In addition, users hhee
increased satisfaction of controlling their owngess.
Ingram Micro: This wholesale provider of high-tech goods to texdbgy solutions providers is working to
create a new Bl extranet in order to deliver adednmformation to the company’s suppliers and bessn
partners. Says Ingram Micro CIO Guy Abramo, “Tod&s/incumbent on us to provide our partners wigli-s
through information so that they can see what haggence their PCs hit distribution. That's critit@ them
to do inventory planning and manufacturing plagrithelping them to understand what products arengetd
what segments of the marketplace.”
Learn how to streamline operations. With detailed insights into business performanceganizations can
quickly, easily and effectively identify and addseseas of operational inefficiency.
Learn what true manufacturing costs are: Business intelligence software can give userst@raasight into
manufacturing costs and the ability to adjust potide on the fly for greater profitability.
Increasing revenue: Leading organizations are using Bl to differemtititeir product and service offerings from
competitors through value added, web-based servicdise past, many departments generated zerouweybut
now with Bl extranets, they create a recurring nexestream by selling information to customerstrgas, and
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suppliers.

Owens & Minor: The $3 billion medical supplies distributor hagred up 80 hospital accounts and six of its top
suppliers, including pharmaceutical giant Johnsodafanson, for the service. Hospitals pay up to 1 2er
month and suppliers pay $2,000 per month. It ismeded that Owens & Minor will generate at leastrfiftion

in fees next year.

Manage inventory better: Business intelligence software can help you "otterright amount of inventory at
the right time so that customers receive their potg&lwhen they need them,"” and your business dde=ar the
cost of stocking excess inventory, noted John Kréehpresident and founder of e-Phi phony.

See where your business has been, where it is now and where it is going: "Business Intelligence has been very
successful at explaining what happened to the basiover some defined period of time — for examipbey
many units were sold, through which store, in whigography, or by which customer segment,” said Sid
Probstein, CTO of Attivio. "These issues are nowl waderstood, and so the next generation of coitinet
advantage comes from analysing unstructured comtenhderstand how and why these things happemm Fro
simple content-based metrics to sophisticated memti analysis, Bl provide a more complete view ostamer
and competitor experience and opportunities theraimd help executives plan for the future.

7. Conclusion

The above paper extensively dealt with the gerfeaahework of business intelligence in relation taamine
learning, how we can improve our decision makingulgh machine learning and unless and until machine
learns, we cannot percolate the advantages doviousoness personnel. The general framework of bssine
intelligence made it clear for all, that how wittethelp of machine learning as a tool of Businesalligence,
decisions could be reached upon. Furthermore, #faustive framework of machine learning, lucidly
explaining the sources from which machine learngproves and digitizes the entire scenario is ielfits
presenting a detailed picture of all the sourcemathine learning, which indirectly ameliorate firecess of
business decision making. A lot needs to be dorkisnscenario, the loopholes are evident in mapeets, but
we need to improve upon those ambiguities and comavith a more polished system of decision making,
through an effective and efficient use of Machiratning. In today’s highly competitive world, theatdjty and
timeliness of business information for an organarats not just a choice between the benefit andiéns it may

be a question of endurance or failure. No busimeganization can deny the benefit of machine legyrand
business intelligence. The rapidly changing busirees/ironment will increase the need for machiaenimg as

a tool of business intelligence. In this paper tienapt has been made to educate the technologicabpnel’s
and academics about the unnerving development pptication of business intelligence through machine
learning.
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