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Abstract

This paper deals with bicriteria in n-jobs, 3-maas flowshop scheduling problem in which the
processing times are associated with probabilitiekiding transportation time and job block criteri
The objective of the study is to obtain an optirsalution for minimizing the bicriteria taken as
minimizing the total rental cost of the machinebjsat to obtains the minimum makespan. A heuristic
approach method to find optimal or near optimalusege has been discussed. A computer programme
followed by a numerical illustration is give to dfg the algorithm.

Keywords: Flowshop Scheduling, Heuristic, Processing Tim@n$portation Time, Rental Cost, Idle
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1. Introduction

A flow shop scheduling problem deals with the pssieg ofi jobs onj machines and determining the
sequence and timing of each job on each machirefired order of the machines such that some
performance criterion is maximized or minimizedas&3ical flow shop scheduling problems are mainly
concerned with completion time related objectitdswever, in modern manufacturing and operations
management, the minimization of mean flow time/éwost of the machines and makespan are the
significant factors as for the reason of upwardcesstr of competition on the markets. Recently
scheduling, so as to approximate more than onericnit received considerable attention. The bidater
scheduling problems are motivated by the fact thay are more meaningful from practical point of
view. In most manufacturing systems, finished agnhisfinished jobs are transferred from one machine
to another for further processing. In most of thublished literature explicitly or implicitly assume
that either there is an infinite number of jobs &ansported instantaneously from one machine to
another without transportation time involved. Hoegvthere are many situations where the
transportation times are quite significant and cah be simply neglected. For example, when the
machines on which jobs are to be processed ar¢eplan different places and these jobs require $orm
of loading-time of jobs, moving time and then umlivey-time of jobs.One of the earliest results in
flowshop scheduling theory is an algorithm given Jmhnson (1954) for scheduling jobs in a two
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machine flowshop to minimize the time at which jalbs are completed. Smith (1967) considered
minimization of mean flow time and maximum tardise¥an Wassenhove and Gelders (1980) studied
minimization of maximum tardiness and mean flowetigxplicitly as objective. Maggu & Das (1980)
consider a two machine flow shop problem with tpeomgation times of jobs in which there is a
sufficient number of transporters so that whenevéob is completed at the first machine it can be
transported to the second machine immediately, aijib dependent transportation time. Some of the
noteworthy heuristic approaches are due to SenGamda (1983), Dileepan et al. (1988), Panwalker
(1991), Chandersekharan (1992), Bagga and Bhan(ib8@v), Narain and Bagga (1998), Chakarvrthy
(1999), Chen and Lee. (2001), Narain (2006) andt&u@p Sharma (2011).The basic concept of
equivalent job for a job — block has been investigaby Maggu & Das (1977) and established an
equivalent job-block theorem. Maggu et al.(198ug&d n jobs two machine sequencing problem with
transportation time including equivalent job-fobjdblock. The idea of job-block has practical
significance to create a balance between a cqstowiding priority in service to the customer arabtc

of giving service with non-priority.

Gupta Deepak et al. (2007) studied bicriteria ifobs two machines flow shop scheduling under
predefined rental policy which gives minimum possibental cost while minimizing total elapsed
time. The present paper is an attempt to extendttity made by Gupta Deepak et al. by introducing a
bicriteria in n jobs three machines flow shop undpecified rental policy. This paper differs with
Gupta Deepak et al. (2007) first in the sense Wmathave proposed heuristic algorithm for three
machines based on Johnson’s technique, secondljokhélock criteria given by Maggu and Das
(1977) has been included in the problem and tlird,times required by jobs for their transportation
from one machine to the other machines is considene have obtained an algorithm which gives
minimum possible rental cost of machines while mizing total elapsed time simultaneously.

2. Practical Situation

Various practical situations occur in real life wihene has got the assignments but does not haie one
own machine or does not have enough money or dmesant to take risk of investing huge amount of
money to purchase machine. Under such circumstatieesnachine has to be taken on rent in order to
complete the assignments. For example, In hisirsgacareer, we find a medical practitioner does not
buy expensive machines say X-ray machine, the Btand Machine, Rotating Triple Head Single
Positron Emission Computed Tomography Scannergfalonitoring Equipment, and Laboratory
Equipment etc., but instead takes on rent. Rerftahedical equipment is an affordable and quick
solution for hospitals, nursing homes, physiciansich are presently constrained by the availabdity
limited funds due to the recent global economicess®dn. Renting enables saving working capital,
gives option for having the equipment, and alloywgradation to new technology.

Many applied and experimental situations exist um day-to-day working in factories and industrial
production concerns etc. In many manufacturing camgs different jobs are processed on various
machines. These jobs are required to process iachine shop A, B, C, ---- in a specified order. Whe
the machines on which jobs are to be processeglanéed at different places the transportation time
(which include loading time, moving time and unloagtime etc.) has a significant role in production
concern. Further the priority of one job over thleen may be significant due to the relative impoct

of the jobs. It may be because of urgency or deneéldat particular job. Hence, the job block aite
become important.

3. Notations
S : Sequence of jobs 1, 2, 3,....,n
S : Sequence obtained by applying Johnson’s procedwd, 2, 3, -------
M; : Machine j, j=1,2,3

M : Minimum makespan

a; : Processing time af" job on machinev;

Pi : Probability associated to the processing tape

Ay : Expected processing timei6fjob on machingv;
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Li(S) : The latest time when machiiv is taken on rent for sequenge
t;(S): Completion time of'" job of sequences, on machineV;
ti'j (&) : Completion time of™ job of sequenceS on machineM; when machineM; start
processing jobs at ting(S)
l;(S) :Idle time of machind/; for jobi in the sequencs;
T.;_x : Transportation time af" job fromj" machine tk" machine
Uj(S) : Utilization time for which machin®/; is required, wheiv; starts processing jobs at time
E(S)
R(S) : Total rental cost for the sequergeof all machine
s : Equivalent job for job — block.

3.1 Definition: Completion time of"job on machingVj; is denoted by; and is defined as
tj =max (L1, tj1) *+Ty_j a5 xpy for j=2.
=max (Lo, 1) +Ti - + A
whereA; ;= expected processing timeifjob on maching

3.2 Definition: Completion time oi"job on machinéVl; when M; starts processing jobs at tirbgis
denoted by, ; and is defined as

. i i i . .
;=L +kZ—:1A<'j :kZ_lekJ +|<2—:1Ak’j CAlso i =maxt ;1§ )T A -

4. Rental Policy

The machines will be taken on rent as and when #neyrequired and are returned as and when they
are no longer required i.e. the first machine Wwél taken on rent in the starting of the procestieg
jobs, 29 machine will be taken on rent at time whéhjdb is completed on®1Imachine and transported

to 2" machine, % machine will be taken on rent at time whéhjdb is completed on the"®machine

and transported.

5. Problem Formulation

Let some joh (i = 1,2,........ ,n) is to be processed on three machvii€s = 1,2,3) under the specified
rental policy P. lely; be the processing time df job onj™ machine and lep; be the probabilities
associated witta;. Let A; be the expected processing timei'djob onj™ machine andr; ; _ be the
transportation time of" job fromj™ machine tok" machine. Our aim is to find the sequelﬁ&g} of

the jobs which minimize the rental cost of all theee machines while minimizing total elapsed time.
The mathematical model of the problem in matrixrfaran be stated as:

Jobs| MachineA | T, , Machine B Tios Machine C

i &y P 2P Bi2 A3 Bis
all pll Tl,la 2 alZ p12 T1,2ﬂ 3 a13 p13
a21 le T2,l-. 2 a22 p22 T2,2-' 3 a23 p23
a@l p31 T3,1-. 2 a@Z p32 T3,2-> 3 a33 p33
a41 p41 T4,1ﬂ 2 a42 p42 T4,2a 3 a43 p43

n ay Py | Tnanz | @2 Pn2 Thooa | @ng Pns
(Table 1)

AW N R

Mathematically, the problem is stated as:

Minimize U (S) and MinimizeR(S<)=§1 Ax G+ U( §)x (;+él Ax G
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Subject to constraint: Rental Policy (P)
Our objective is to minimize rental cost of maclsimehile minimizing total elapsed time.

6. Theorems

n
6.1 TheoremThe processing of jobs dw; at timels= _Z l; 3 keepst, 3 unaltered.

Proof: LettI 3 be the competition time af'job on machineMl; whenM; starts processing of jobs at
time Ls. We shall prove the theorem with the help of Math#cal Induction.

Let P(n): 3= t,5
Basic StepForn=1
t'1,3 =gt A= gt A = (Agat( Ty ptALD) +Tp 5 ) A= 13
Therefore P(1) is true.
Induction StepLet P (k) be true. i.et, 5 =t 5.
Now, we shall show that P(k+1) is also true.

€. tins =teis
But  tugs=maxf. oty 3)* Tee 12, s+ A 1. (As per Definition 2)

. K
Otz = MaX g 2L o+ 21A At T2 3 Ae g, =
i=

k+1 k
maxt . » '_Zl | 1,3+_21Ai At 12, 3t A 1y
i= i=

K K
= maX(y.q 2 *.Zl' 1,3+_21Ai at a1t T 12 37 A 1,
1= 1=

=maxtyi otk 3t e 1,3) T 1,2, 3 Ak g,
=maxtyi otk 3t e 1,3)t T 1,2, 3t Ak g, (by assumption)
=max|t,g o g 3+ ma)((tk+1 27ty 3) ())+Tk+ 12 37 A 1,

= max(t 2 3) T2, 3t A 1= teaas

Hence by principle of mathematical induction P&rue for all n, .i.et;L3 =t,3-

Lemma 6.1f Mj; starts processing jobs &t = Z l; sthen
=1

@M. Ly>t,
(). taaz2teo, k>1.

6.2 TheoremThe processing of jobs dv, at time L, = min {Yk} keeps total elapsed time unaltered
isksn

whereY, = Ly= A ,— Ty, and Y =ty 5= Z Az T2 s k>1.
Proof. We havel, = min {Yk} =Y, (say)
isksn

In particular for k =1
YosY =Y +tA+tT, st Ayt T,
=S+ AL+, <Ly (1) ( Sl- AT, 3)
By Lemma 1; we have
tosLs ----(2)
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Also, t; , = max(\(r + AL+ T, 31'[1,2)
On combining, we get

ti2Sky
For k >1, AsY, = min{ ¥}
ick<n
=Y <Y k=2,3......... N

K K K K
=Y +'21 Az +_21T,2q 3s X +'21 A2+'21 T2 3
i= i= i= i=

K K ‘
=Y +§1 As +_§1T,2q 35 f-13 - (3)

By Lemma 1; we have

tk'2 St;(—]_,S T (4)
‘ k k
Also, t,,=max Y, +_Zl A,2+_21T,2q 3k 2
i= i=

Using (3) and (4) , we get
te2 <ticia
Takingk = n, we have
the Sthis --=-(5)
Total time elapsed %, 3
= max(t;hz ’tln—1,3) *Avs*tToz s = thast AstTha.s =t (Using 5)

Hence, the total time elapsed remains unalterbt} gtarts processing jobs at titag= min {Yk} .
isk=sn

6.3 TheoremThe processing time of jobs &, at time L, > min {Yk} increase the total time elapsed,
i<ksn

. k Kk
whereY, = Lg= A= T, :andy, = tk—1,3__zl A,z__zl i 2.3 K>1.
i= i=

The proof of the theorem can be obtained on theedares as of the previous Theorem 6.2.

n
By Theorem 1, ifMs starts processing jobs at tinkg =t, ;- > A sthen the total elapsed tintgis
i=1

not altered andM; is engaged for minimum time equal to sum of precestimes of all the jobs on
Ms, .i.e. reducing the idle time ®f; to zero. Moreover total elapsed time/rental cd¥ipis always
least as idle time df1; is always zero. Therefore the objective remainmtoimize the elapsed time
and hence the rental costM$.The following algorithm provides the procedured&termine the times
at which machines should be taken on rent to mizenthe total rental cost without altering the total
elapsed time in three machine flow shop probleneunental policy (P).

7. Algorithm
Step 1:Calculate expected processing tidg =g x j ;i j=1,2,3.
Step 2:Check the condition
either  Min{A;+T, ,} 2Max {A,+T,. 3
or Min {Tiyzﬂ3+ As} = Max {AZ +T o 3} or Both for alli.
If the conditions are satisfied then go to SteplSe the data is not in the standard form.
Step 3:Introduce the two fictitious machines G and H witlbcessing time§; andH; as
G=A+To ot Mot T o Hi =T ot A+ T o5+ Agforalli,
Step 4:Find the expected processing time of job blgck (k, m)on fictitious machines G & H using
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equivalent job block criterion given by Maggu & DA977). FindG; and H ; using

Gs =G + G, —min(G,, Hy), Hy =H, +H_ -min(GH,).
Step 5:Define a new reduced problem with processing t@nandH; as defined in step 3 and replace
job block(k, m)by a single equivalent jgwith processing time§; and H; as defined in step 4.

Step 6:using Johnson’s procedure, obtain all the sequeeRdeaving minimum elapsed time. Let these

Step 7 Prepare In-Out tables f& and compute total elapsed titgS).

Step 8:Compute latest timk; of machineM; for sequenc& as Ly (S, ) = t,5( S) —znjl A
i=

Step 9:For the sequenc® (k=1,2,............... ,r), compute

tn2($<)
Yi(S)= (- AL D~ o2

Lo(S0 = min{ % ()}

- Ua(S)=62(90- ()
Step 10:Find min{U,(S)}; k=1,2,........... r

Let it be for the sequen@s, and then sequen& will be the optimal sequence
Step 11:Compute total rental cost of all the three machiioe sequencg, as:

R(S)=2 A% G+ U(§x Gr3 Ax €

8. Programme
#include<iostream.h>
#include<stdio.h>
#include<conio.h>
#include<process.h>
int n,j;float al[16],b1[16],c1[16],9[16],h[16],T12[16],T23[16]macha[16],machb[16],machc[16];
float cost_a,cost_b,cost_c,cost;
int f=1;int group[2];//variables to store two job blocks
float minval,minv,maxv1[16],maxv2[16}beta=0.0,hbeta=0.0;
void main()
{ clrscr();
int a[16],b[16],c[16],j[16];float p[16],q[16],r[16];cout<<"How many Jobs (<=15) : ";cin>>n;
if(n<1 || n>15)
{cout<<endl<<"Wrong input, No. of jobs should les$ than 15n\Exitting";getch();exit(0);}
for(int i=1;i<=n;i++)
{ Jlil=;
cout<<"\nEnter the processing time and its proligbibf "<<i<<" job for machine A and
Transportation time from Machine A to B : ";cin>>a[i]>>p[i]>>T12[i]; cout<<"\nEnter the processing
time and its probability of "<<i<<" job for machiri and Transportation time from Machine B to C :
";cin>>b[1]>>q[1]>>T23][i];

n

cout<<"nEnter the processing time and its probability of "<<i<<"job for machine C: ";
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cin>>c[i]>>1][i];
/ICalculate the expected processing times ofdabe for the machines:
al[i] = a[i]*p[i];b1[i] = b[i]*q[i];c1[i] = c[i]*r[i];}
cout<<"nEnter the rental cost of Machine M1:";cin>>cost_a;
cout<<"nEnter the rental cost of Machine M2:";cin>>cost_b;
cout<<"\nEnter the rental cost of Machi¥B:";cin>>cost_c;
cout<<endl<<"Expected processing time of machnB and C: h";

for(i=1;i<=n;i++)

{cout<<j[i]<<"\t"<<al[il<<"t"<<bl[i]<<"\t"<<cl[i] <<"\t";cout<<endl;}
/[Finding smallest in al

float minal;minal=al[l1]+T12[1];

for(i=2;i<n;i++){if(@l[i]+T12[i]l<minal)  minal=al[i]+T12[i];}

/[For finding largest in bl

float maxb1;maxb1=b1[1]+T23[1];

for(i=2;i<n;i++){if(b1[i]+T23[i]>maxb1)maxb1=b1[i]+T23[i];}

/[Finding smallest in c1

float minc 1;minc1=c1[1]+T23[1];for(i=2;i<n;i++){if(c1[i]+T23[i]<mincl)
mincl=c1[i[+T23[i];}

if(minal>=maxb1||mincl>=maxb1l)
{for(i=1;i<=n;i++)
{g[i]=al[iHTI2[i]+b1[i[+T23[i};h[i]=T12[i]+b1[i]+T23[i]+c1[i];} }
else {cout<<"\n data is not in Standard FormExitting";getch();exit(0);}
cout<<endl<<"Expected processing time for two fios machines G and Hi"}
for(i=1;i<=n;i++)
{cout<<endl;cout<<j[i]<<"\t"<<g[i]<<"\t"<<h[i];cout<<endl;}
cout<<"nEnter the two job blocks(two numbers from 1 to "<<n<<"):";cin>>group[0]>>group[1];
/[calculate G_Beta and H_Beta
if(g[group[1]]<h[group[0]]) {minv=g[group[1]];}
else {minv=h[group[0]];} gbeta=g[group[0]]+g[group[ 1 ]]-minv;hbeta=h[group[0]]+h[group[1]]-
minv;
cout<<endl<<endl<<"G Beta="<<gbeta; cout<<endl<<"H_Beta="<<hbeta;
int j1[16];float g1[16],h1[16];
for(i=1;i<=n;i++){if(j[i]==group[O]|[j[i]==group[1]){f-- ;}
else  {lLf=i[il;} 11 n-11=17;
for(i=1;i<=n-2;i++) {gl[i]=g[j 1[i]};h 1 [i]=h[j1[i]];}
g1[n-1]=gbeta;h1[n-1]=hbeta;cout<<endl<<endl<<"displaying original scheduling table"<<endl;
for(i=1;i<=n-1;i++) {cout<<j 1 [i]<<"\t"<<gl[i]<<"\t"<<h1[i]<<endl;} float mingh[16];char ch[16];
for(i=1;i<=n-1;i++)
{if(g1[i]<h1fi])
{mingh[i]=gl[i];ch[i]='g";}
else {mingh[i]=h1[i];ch[i]="h";} }
for(i=1;i<=n-1;i++)

{f or(int j=1;j<=n-1;j++) if(mingh[il<minghlj])
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{float temp=minglfi]; int temp1=j1[i]; char d=ch[i];mingh[i]=mingh[j]; j1[i]=j1[j];
ch[il=chj];
mingh[j]=temp; j1[j]=temp1; ch[j]=d;} }
/I calculate beta scheduling
float sbeta[16];int t=1,s=0;for(i=1;i<=n-1;i++)
{if(ch[i]=="h")
{sbeta[(n-s1)]=j1[i];s++;}
else if(ch[i]=="g")
{sbeta[t]=j1[i];t++;} }
int arr1[16], m=1;cout<<endl<<endl<<"Job Scheduling:"<<"\t";
for(i=1;i<=n-1;i++)
{if(sbeta[i]==17)

{arrl[m]=group[0];arr1[m+1]=group[1];cout<<group[0]<<" "<<group[1]<<"
";m=m-+2;continue;}

else {cout<<sbeta[i]<<" ";arrl[m]=sbeta[i];m++;} }
/[calculating total computation sequence
float time=0.0;macha[1]=time+al[arr1[1]];
for(i=2;i<=n;i++)
{macha[i]l=machalit |+al[arrl[i]];}machb[1]=macha[1]+b1[arr1[1]]+T12[arr1[1]];
for(i=2;i<=n;i++)
{if((machbli-1])>(macha]i]+T12[arrl[i]]))maxvl[i]anachb[i1];
Else  maxvl[i]=macha[i]+T12[arr1[i]];machb[i]=maxv1[i]+bl[arr1[i]];}
machc[1]=machb[1]+c1[arr1[1]]+T23[arr1[1]];
for(i=2;i<=n;i++)
{if((machcfi-1])>(machbl[i]+T23[arr1][i]]))maxv2[i]#nachc[id];
else maxv2[i]=machb[i]+T23[arr1[i]];machc[i]=maxv2[i]+cl[arr1][i]];}
/[displaying solution
cout<<"\n\n\n\n\n\t\t\  ##### THE SOLUTION##### ";
Cout<<"\n\n‘t***************************************************************";
cout<<"\n\n\nk  Optimal Sequence is : ";
for(i=1;i<=n;i++)
{cout<<" "<<arrl[i];} cout<<endl<<end|<<"IrQut Table is:"<<endl<<endl;

cout<<"Jobs"<<"\t"<<"Machine M1"<<"\t"<<"\t"<<"Macime Mm2" <<"\t"<<"\t"<<"Machine
M3"<<endl;

cout<<arrl[l]<<"\t"<<time<<"--"<<macha[l]<<"\t"<<t{<<macha[1]+T12[arrl[1]]<<"--
"<<machb[1]<<" \t"<<"\t"<<machb[1]+T23[arrl[1]]<<*!<<machc[1]<<end];

for(i=2;i<=n;i++)
{cout<<arrl[i]<<"\t"<<machal[i-1]<<"--"<<macha[i]<<"<<"\t"<<maxvl[i]<<"--"<<machbli]<<"
"<<"\t"<<maxv2[i]<<"--"<<machc[i]<<endl;}

cout<<"\n\nhTotal Elapsed Time (T) = "<<machc[n];

float L3,Y[16],min,u2;float sum1=0.0,sum2=0.0,sum3=0.0;

for(i=1;i<=n;i++)

{suml=suml+al[i];sum2=sum2+b1[i];sum3=sum3+cl[i];} L3=machc[n]-sum3;

cout<<"\nhLatest Time When Machine M3 is Taken on Rent:"<<L3;
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cout<<"\n\nTotal Completion Time of Jobs on MachMg:"<<machb[n];
Y[1]=L3-b1[arrl[1]]-T23[arr1[1]];cout<<"\n\n\tY[1]\t="<<Y[1];float sum 2,sum 3;
for(i=2;i<=n;i++)

{sum_2=0.0,sum_3=0.0;for(int j=1;j<=i-1;j++){sum_3=sum_3+cl[arrl[j]]+T12[arrl[j]];}
for(int k=1;k<=i;k++)

{sum_2=sum_2+bl[arr1[k]]+T23[arr1[k]];} Y[i]=L3+sum_3-
sum_2;cout<<"\n\n\tY["<<i<<"\t="<<YTi];}

min=Y[1];

for(i=2;i<n;i++) {if(Y[i]<min)min=Yi];}

cout<<"\nhMinimum of Y[i]="<<min;u2=machb[n]-min;

cout<<"\nhUetilization Time of Machine M2="<<u2;cost=(sum1*cost_a)+(u2*cost_b)+(sum3*cost_c);
cout<<"\nhThe Minimum Possible Rental Cost is="<<cost;

COUL L\ M\ % ok skttt ok ke o ok ok sk sl ok ok ol okl st ok ol ook ol ol okl ok ok ok 1
9

getch();
}

9. Numerical Illustration

Consider 5 jobs, 3 machine flow shop problem withcpssing time associated with their respective
probabilities and transportation time as giverainle and jobs 2 and 4 are processed as a groyg,job
4). The rental cost per unit time for machineg, M1, and My are 6 units, 11 units and 7 units
respectively, under the rental policy P.

Jobs | Machine M Machine M, Machine My

[ a1 Pia Tiaez a2 P2 Tiz.s as Pz

1 18 0.1 2 4 0.2 2 13 0.1
2 12 0.3 1 6 0.2 1 8 0.3
3 14 0.3 3 5 0.2 2 16 0.1
4 13 0.2 2 4 0.2 2 0.2
5 15 0.1 4 6 0.2 1 6 0.3

(Table 2)

Our objective is to obtain an optimal scheduledbove said problem to minimize the total production
time / total elapsed time subject to minimizatidrih® total rental cost of the machines.

Solution: As per Step 1;The expected processing times for machings\4 and M; are as iable 3.
As per Step 2:Here, Min{A1 +T . 2} = Max {AZ +T ol 3}
As per Step 3,4,5 & 6The optimal sequenceisS=5-3f,-i.e.S=5-3-1-2-4
As per Step 7:The In — Out table for the optimal sequenge- Sligieable-41.6= 9.2

n Y, =11.4- 5.2+ 5.8 12.0
As per Step 8: Lg(S) = t,5( S)—E1 As( 9=19.3-7.9= 1\2; 4B 4L 138
As per Step 9:For sequence S, we hatg (S) = 20.4and Y, =11.4- 10.2+ 13.% 14.9
The new reduced Bi-objective In — Out table istemmn intgitel$.4- 13+ 17.F 15.5
The latest possible time at which machings¥lould be taker S)reviinb(g) = 9.2 units.

Also, utilization time of machine M= Uy(S) = 7.3 units. U, (S) = t,,( 9~ L( §=16.5-9.2= 7.

Total Minimum rental cost =R(S,) = > Ax G+ U ) G+y AX G
i=1 i=1

9|Page
www.iiste.org



Industrial Engineering Letters www.iiste.org
ISSN 2224-6096 (print) ISSN 2225-0581 (online)
Vol 1, No.2, 2011

=13.7x 6+ 7.% 1%+ 7.8 ¥ 217 Units

Hence 5 -3 -1 -2 — 4 is the optimal sequende twitl rental cost of machines as 217.8 units when
M, starts processing job (.i.e. taken on rent) a¢ thunits, M at 9.2 units and Mat time 11.4 units.

10 Conclusion

n
If M3 starts processing jobs at tinhg =t, ;— > A sthen the total elapsed tintg,is not altered and
i=1
M3 is engaged for minimum time equal to sum of preicestimes of all the jobs oM, i.e. reducing
the idle time of\M; to zero. If the machine Ms taken on rent when it is required and is regdras
soon as it completes the last job, the startingrofessing of jobs attime  L,(S,) =Lmin { Y, ( $)} ,
<qg<n

WS)= LD~ AL - T , Y%(S0= L(9 L A2 Tog

rental cost oM, will be minimum. Also rental cost ofM; andM; will always be minimum since idle
times ofM; andM; is always zero.
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Tables

Table 3: The expected processing times for mactvhedl, and M; are

Jobs | Aj T2 Ai Ti2.3
1 1.8 2 0.8 2
2 3.6 1 1.2 1
3 4.2 3 1.0 2
4 2.6 2 0.8 2
5 15 4 1.2 1
Table 4: The In — Out table for the optimal seqaeBds
Jobs | Machine M T2 Machine M, Machine M
i In — Out In — Out In - Out
5 0.0-1.5 4 55-6.7 1 7.7-95
3 15-57 3 8.7-9.7 2 11.7 - 13.3
1 57-75 2 9.7-10.5 2 13.3-14.6
2 75-111 1 12.1-13.3 1 14.6-17.0
4 11.1-13.7 2 15.7-16.5 2 18.5-19.8
Table 5: The new reduced Bi-objective In — Outeabl
Jobs | Machine M Tii.o Machine M Machine M
[ In — Out In — Out In - Out
5 0.0-1.5 4 9.2-10.4 1 11.4-13.2
3 15-57 3 10.4-11.0 2 13.2-14.8
1 57-75 2 11.0-11.8 2 14.8-16.1
2 75-111 1 12.1-13.3 1 16.1-18.6
4 11.1-13.7 2 15.7-16.5 2 18.5-19.8
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