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Abstract 
This paper examines bank-specific, industry-specific and macroeconomic factors that influence credit risk (CR) 
in commercial banks in Ghana using unbalanced panel data set from 33 commercial banks covering the 21-year 
period 1990 to 2010. The study employed annual time series data from 1990 to 2010. The paper is the first of its 
kind in Ghana, a developing country with emphasis on macroeconomic tools relied on by the central bank for 
creating a stable macroeconomic environment. 
Results suggest that credit risk in Ghana is significantly influenced by management efficiency, GDPPC, 
Government borrowing and the financial sector development. Government borrowing and financial sector 
development have a negative relationship with credit risk while management inefficiency and GDPPC have a 
positive relationship.   
Keywords: Ghana, Credit risk , Bank-specific factors, Industry-Specific factors, Macroeconomic variables 
 
1. Introduction and Background 
The purpose of this paper is to develop a conceptual model to be used further in understanding credit risk 
management system of commercial banks in an economy with a less developed financial sector. This research 
reviews existing literature that consists of evidence from both developed and developing countries. A study 
model is proposed with amendment to fit Ghana's environment. This is achieved through the use of secondary 
data (annual financial reports) of commercial banks.  
 
Credit risk management is indeed a very difficult and complex task in the financial industry because of the 
unpredictable nature of the macroeconomic factors coupled with the various microeconomic variables which are 
peculiar to the banking industry or specific to a particular bank. Unfortunately, banks in Ghana have found 
themselves in such an unpredictable macroeconomic environment for a very long time. While there are several 
strategies of addressing the problem of instability and efficiency, the research attempts to investigate the factors 
that influence the determination of the banks' credit risk.      
 
The business of banking involves taking and managing risks. A major activity of banks is lending which involves 
the risk that the borrower will not pay back the loan as promised, and paying a fixed rate of interest on term 
deposits. This involves the risk that lending rates will drop, leaving the bank earning less on its investments than 
it is paying out on deposits. The Ghanaian banking industry is currently one of the most buoyant and competitive 
yet profitable sectors of the economy; a study of  the profit and loss statements of new entrants shows that 
majority of them start making profit barely two years in operation, despite the intense competition within the 
industry. But this does not mean the sector does not have problems. 
 
The rest of the paper is organized as follows: Section 2 reviews the literature, Section 3 looks at the methodology,  
Section 4 discusses the empirical findings, describes the data and the econometric methodology, while Section 5 
concludes the study. 
 
2. Review of Literature 
2.1 Theoretical Literature 
Credit risk is defined as the risk that the promised cash flows from loans and securities held by financial 
institutions may not be paid in full (Saunders & Cornet,2008 and  Al-Smadi & Ahmed, 2009). Credit risk is the 
main cause of bank failures, and the most visible risk facing banks' managers (Gup et al, 2009).  In the view of 
Rose and Hudgins (2008) credit risk is the probability that some of the financial institution’s assets, especially its 
loans, will decline in value and perhaps become worthless. Al-Smadi and Ahmad 2009) indicate that an in-depth 
study and understanding on the manner in which internal and external factors contribute to credit risk warrant 
further analysis. At macro level, GDP, inflation and market interest rate have been identified as having 
significant impact on credit risk. While at micro level, previous non-performing loans, loan growth, loan 
concentration and bank size are significant determinants.  
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This research examines factors affecting credit risk in the Ghanaian banks. About seventy percent of bank 
business in Ghana is made up of credit. Therefore credit risk is the most dominant risk faced by banks in Ghana. 
Credit risk is a determinant factor in interest rate spread. The higher the risk the greater the interest rate spread 
and vice versa. According to Demirguc-Kunt and Huizinga (1998) differences in interest margins reflect 
differences in bank characteristics, macroeconomic conditions, existing financial structure and taxation, 
regulation, and other institutional factors. The result of Ngugi's (2001) work show that when the profit margin is 
threatened, banks sustain a widening spread. Faced with a rising credit risk due to distress borrowing and poor 
macroeconomic conditions, banks charge a higher risk premium on their lending rate.  
 
2.2 Empirical Literature 
Empirical literature identifies bank-specific, industry-specific  and macroeconomic variables as affecting CR. In 
this research, bank ownership (whether locally-owned or foreign) and  management efficiency are the bank-
specific factors investigated, while industry specific factors are financial sector development and competition. 
The macroeconomic variables considered are the required reserve, the discount rate, inflation, Government 
borrowing, Treasury bill and the Gross Domestic Product Per Capita (GDPPC). 
 
2.2.1 Bank Specific Factors 
Existing literature identifies the following as some of the bank-specific factors that impact credit risk: bank 
ownership structure, Operating expenses, efficiency of management, deposit composition and quality, asset 
quality, capital and size and bank reserve requirement. In this research, bank ownership and efficiency of 
management are the two bank-specific variables used. 
For bank ownership and structure, Demirguc-Kunt and Huizinga (1998), find in their research study that foreign 
banks have higher margins and profits compared to domestic banks in developing countries, while the opposite 
holds in developed countries. Garcia-Herrero (2006), also observes that foreign banks generally count with a 
better production technology, which allows them to be more efficient and, thereby, more profitable. Second, 
foreign banks could actually enjoy better regulatory or tax conditions (as a way to attract them), which should 
also improve profitability. On the other side of the coin, foreign banks may face information disadvantages.  
Dietrich and Wanzenried (2009) however indicate that foreign banks in Switzerland are less profitable than 
Swiss owned banks.  Bashir (2000) also maintains that foreign-owned banks are more profitable than their 
domestic counterparts among Islamic banks. 
  
Technically speaking, a more efficient bank should  have higher profit since it is able to maximise on its net 
interest income. Molyneux and Thorton (1992) observe a positive relationship between efficiency and 
profitability. Al-Smadi and Ahmed ( 2009), conclude that at the micro level, precautionary credit policies 
adopted by the banks during periods of high demand on loans lead to reduce the banks' credit risk exposure.  
Also according to Ramlall (2009) the higher the efficiency level of the bank, the higher its profit level. Hence a 
positive relationship is posited between efficiency and profitability of banks. Angbazo (1997), and Maudos and 
Fernández de Guevara  (2004) maintain that a good management means picking up high quality assets (low risk 
and high return assets) and low cost liabilities.    
 
Garcia-Herrero (2006) and Ramlall (2009) identify poor asset quality, as indicated by the high levels of non-
performing loans (NPLs) to be responsible for the low profitability. The negative effect of non-performing loans 
on bank profitability has been collaborated by Sarpong et al (2011) in their research on Ghana.  Bashir (2000) 
also concludes that large loans to asset ratios lead to higher profitability.  
 
2.2.2 Industry-Specific Factors 
Two industry-specific factors have been used in this research. These are competition and the financial sector 
development. On competition, Anginer et al. (2012), Rose and Hudgins (2008) and Demirguc-Kunt and 
Huizinga (1998) all agree that competition is good for the banking sector as greater competition encourages 
banks to take more diversified risks, making the banking system less fragile to shocks. That competition tends to 
squeeze the difference between average asset yields and average liability costs. In the view of Jimenez and 
Saurina (2006) strong competition among banks or between banks and other financial intermediaries erodes 
margins as both loan and deposit interest rates get closer to the interbank rate.  
 
Two major indicators are used to represent financial sector development in literature: the ratios of M2+ to GDP 
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referred to in this research as FSD1 and bank total asset to GDP also referred to in this paper as FSD2. These 
ratios, according to Tennant and Folawewo (2008) reflect the overall level of development of the banking sector 
and the level of competition in well-developed banking sectors. This research adopts these two ratios to represent 
the financial sector development. An increase in any of these ratios is an indication of improvement in the 
development of the financial sector. According to Ngugi (2001) inefficiency in the intermediation process is a 
characteristic of a repressed financial system. This is because in a control policy regime, selective credit policies 
involve substantial administrative costs, and interest rates with set ceilings fail to reflect the true cost of capital. 
 
2.2.3 Macroeconomic Variables 
The importance of the macro economy is captured in the words of Jimenez and Saurina (2006) who observe that 
banks' lending mistakes are prevalent during upturns than in the midst of recession. Bashir (2000) observes that 
favourable macroeconomic conditions impact performance measures positively.  Similarly, Al-Smadi and Ahmed 
(2009) also reveal that at macro level, conditions associated with good economic periods contribute in 
decreasing the banks' credit risk exposure. Ramlall (2009) considers the following macroeconomic factors in his 
research: interest rate, cyclical output, the level of economic development and stock market capitalisation. 
Cyclical output and the level of economic development are usually used to represent the business cycles since 
banks' profits are expected to be correlated with the business cycles, being higher in case of upswings and lower 
in case of downswings (Demirguc-Kunt & Huizinga 1998 and Bikker & Hu, 2002).   
 
This research has investigates the following variables and their effect on credit risk: the Treasury bill rate, the 
discount rate, Government borrowing, inflation, the GDPPC and the required reserve. Generally, not much 
research work has investigated the relationship between most of these macroeconomic variables and credit risk. 
This is what has made this research very unique. However, there are research works in related subjects such as 
the effect of these macroeconomic factors on the interest rate spread and the interest margin.  
  
Treasury bill and other bond rates fall when the government lowers interest rates, which means that the value of 
Treasury bill rises. Lower rates also mean lower interest payments for individual investors and businesses, which 
may lead to more consumer spending and business investment.  Ngugi (2001) identifies an asymmetric response 
with the treasury bill rate where lending rates increase with the treasury bill rate, and become sticky downward 
when the treasury bill rate declines. Treasury bills in Ghana are classified on the maturity period like 91-days, 
182-days and 364-days. In this research the 91-day bill has been adopted as a benchmark for measuring the cost 
of doing business in Ghana.  
The Discount Rate is an instrument of Discount Policy, and is used by the Bank to influence the flow of money 
and credit in a desired direction. The discount rate serves as an important indicator of the condition of credit in 
an economy. Because raising or lowering the discount rate alters the banks’ borrowing costs and hence the rates 
that they charge on loans, adjustment of the discount rate is considered a tool to combat recession or inflation. 
The discount rate was highly significant in the models of Folawewo and Tennant (2008), where it is  positively 
correlated with banking sector spreads.  
Boyd et al. (2001) show that countries with high inflation have underdeveloped financial systems and that banks 
with higher inflation rates are positively associated with net interest margins. According to Athanasoglou et al. 
(2006) Demirguc-Kunt and Huizinga (1998) a widely used proxy for the effect of the macroeconomic 
environment on bank profitability is inflation. And in their respective works find a positive relationship between 
inflation and bank profitability. Voridis (1993) on the other hand claims that increased uncertainty in the 
economy causes the banks to ration credit and lead to disequilibrium in credit markets. Al-Smadi and Ahmed 
(2009) associate high inflation with decrease in credit risk.  
Raising reserve requirements forces banks to withhold a larger portion of their funds, thereby reducing the 
money supply, while lowering requirements works the opposite way to increase the money supply. The reserve 
requirement sets the minimum reserves each bank must hold to demand deposits and bank notes. The reserve 
requirement in the banking sector may constrain credit supply and for that matter bank profitability. Navneet et 
al. (2009) maintain that increase in non-interest bearing reserve requirements results in a widening of banking 
spread as banks face reduced liquidity. Sapong et al (2011) also confirm that in Ghana, commercial banks 
respond to increases in reserve requirements by increasing the margin between lending and deposit rates. In the 
view of Kwakye (2010), the fact that the reserves are unremunerated constitutes a cost to the banks, as they have 
to pay interest to depositors, however low that may be.    
 
Investigating Government borrowing, Looney and Frederiken (1997) suggest crowding out might occur if the 
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government uses the limited physical or financial resources or produces an output to compete with the private 
sector. If the Government competes with the private sector for credit this may lead to an increase in cost of loans. 
Thus, the net effect of government investment on private investment depends on the extent of crowding out on 
the one hand and the complementarity of public and private investment on the other hand. In this research 
Government borrowing takes two forms-Government direct borrowing from banks and Government indirect 
borrowing through the issue of Government securities, which is represented by the amount of Treasury bills.  
 
A rise in per capita GDP signals growth in the economy and tends to translate as an increase in productivity. Real 
per capita GDP should have a negative effect on interest rate spread, as it is included as a general index of 
economic development, and should reflect differences in banking technology and mix of banking opportunities 
(Demirguc-Kunt and Huizinga, 1998). A higher GDPPC is an indication of increase in purchasing power and for 
that matter the ability of borrowers to pay their loans. It also means the ability of savers to increase their savings. 
It is supposed to have a negative relationship with credit risk which is represented by the loan loss provision.  
     
3. Methodology 
3.1 Data and Sources 
An annual time series data for the period 1990 to 2010 has been used for this study.  Information on the above 
mentioned  factors  have been used. The sources of data are Bank of Ghana and Ghana Statistical Services.  
 
3.2 Empirical Model 
Empirical literature identifies several factors as impacting credit risk in the banking industry. These have 
categorized the factors into three broad groups: bank specific factors, industry and macroeconomic factors. Das 
and Ghosh (2007), Gonzalez-Hermosillo et al (1997), Demetriades and Luintel, (1996) among others find bank 
specific factors including real loan growth rates, size of loan portfolio, bank size, operating efficiency, branch 
outlets among others as affecting credit risk. Rajaraman et al (1999), Das and Ghosh (2007) identified 
macroeconomic factors affecting credit risk. This study investigates the influence of micro and macroeconomic 
factors on credit risk using the panel model below. The model expresses credit risk as a function of a vector of 
controls including bank level characteristics, industry variables and macroeconomic indicators:  
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Where CR represents credit risk, measured by two ratios which are (1) the ratio of Loan Loss Provision to total 
assets of banks referred to in this paper as CR1 and (2) the ratio of net interest income to total assets also referred 

to as CR2 in this research; FX represents a vector of bank level characteristics, IX  represents industry 

characteristics and MX represents macroeconomic indicators including inflation volatility; iα  represents bank 

specific unobserved heterogeneity and itε  is the error term.  

 
3.3 Estimation Technique 
The concept of panel data is used to analyse the relationships between the dependent variables in the model and 
the chosen explanatory variables. Unlike the usual pooled ordinary Least Squares (OLS), Panel data regression 
techniques take into account various biases and other disturbances in regression analyses by controlling for 
unobservable or unspecified differences among firms not easily incorporated in practice. The study employs the 
panel data model below: 
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Where α  represents cross sectional heterogeneous effect which is time invariant, δ time variant effect but 

cross-sectionally invariant, itX is a vector of explanatory variables, i   represents the number of Banks, j  is the 

number of explanatory variables and t  represents time period, measured in years. ε  is the unobserved time 
specific effect and µ is the idiosyncratic error term.  

 

3.3.1 Bank Specific Variables 

Ownership Structure is a binary variable assuming the value 1 for locally owned bank  0 for foreign  owned 
banks. Foreign owned banks are expected to report lower IRS than the locally owned banks. To assess the role of 
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management and officers of banks, the efficiency of management is measured. Management Efficiency is 
measured by the ratio of operating expenses to total income. It is expected that more efficient management 
should lead to reduced credit risk. 
 
3.3.2 Banking Industry Variables 
The two banking industry variables used in this research are the financial sector development and competition. 
Two major indicators are used to represent financial sector development-the ratio of M2+ to GDP (FSD1) and 
the ratio of  bank total asset to GDP (FSD2). This study also uses the Hirschman-Herfindahl Index (HHI) as an 
indicator of industry competition. It is measured as the sum of square of the market shares of all firms in industry 
j for year t, the market share of each bank is the ratio of total asset (ta) the ith bank to the industry’s total asset 
(TA). Thus: 
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3.3.3 Macroeconomic Variables 
The macroeconomic determinants of credit risk included in this study account for the impact of macroeconomic 
instability and the macro-policy environment on banking sector CR. The macro-policy environment is captured 
in the model through the use of five variables: the extent of government reliance on the banking industry, 
discount rates and treasury bills, inflation and required reserves. GDPPC is used as a proxy for economic growth. 
Consumer Price Index, CPI is used as a proxy for inflation. This variable is an indicator of the cost of doing 
business in an economy, and it is expected to be positively correlated with credit risk.  The GDPPC represents 
the average income level of the population.  Government Borrowing represents the extent of government 
dependence on the domestic banking sector for the financing of its fiscal deficit. This variable measures for the 
entire banking sector, public sector borrowing as a percentage of GDP. Governments’ heavy reliance on domestic 
banking sectors for deficit financing increases competition for funds and causes interest rates to rise. 
Governments borrow directly from the banks and also through the issue of Government Securities which in this 
case is the Treasury bill. 
 
The Discount Rate is defined as the cost faced by commercial banks when borrowing from the central bank. It 
serves as a leading indicator of interest rates in the economy. If the policy rate is increased, transaction interest 
rates should move upwards and vice versa. The policy rate works by directly controlling the amount of money 
available to the public and consequently inflation. Treasury Bill rate  is generally regarded as an indicator of the 
interest rate policy being pursued by the government, and a benchmark for the rates charged by commercial 
banks while the Required Reserves is used as a proxy for the influence of regulatory and supervisory institution. 
As put forward by Tandelilin et al (2007), the enforcement of regulations such as the required reserves limits the 
ability of bank managers to over-issue liabilities or divert assets into high-risk ventures. 
 
4. Discussion of Empirical Findings 
4.1 Descriptive Statistics  
Several descriptive statistics are calculated of the variables under study in order to describe the basic 
characteristics of these variables. Table 1 presents the descriptive statistics of the data, containing sample means, 
medians, maximums, minimums, standard deviations, skewness, kurtosis as well as the Jarque-Bera statistics and 
probabilities (p values). 
 
As can be seen from Table 1, all the variables exhibit a positive mean. Also the sum squared deviation row 
represents the net change over the sample period. In terms of skewness, CR2 and  Ownership have distribution 
that are negatively skewed while the remaining variables exhibit a positive skewness which implies that it has a 
fat right tails. Kurtosis value of Competition (Compt), Credit Risk (CR1), Government Borrowing, Government 
Security, CPI, Management (MGT) and Bank Reserve show that data is not normally distributed because values 
of kurtosis are deviated from 3. The reported Jarque-Bera statistics and corresponding p-values are used to check 
for the normality assumption.  Based on the Jarque-Bera statistics and p-values this assumption is rejected at 5 
percent level of significance for Competition (Compt), Credit Risk (CR1), Government Borrowing, Government 
Security, CPI, Management (MGT) and Bank Reserve variables, with the remaining variable being normally 
distributed. The descriptive statistics indicates that the values are not normally distributed about its mean and 
variance and therefore, being sensitive to speculation and shows periodic change. 
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4.2 Correlation of Matrix 
The correlation analysis is performed to measure the extent of multicollinearity among variables. The logic 
behind the assumption of no multicollinearity is simply that if two or more independent variables are linearly 
dependent on each other, one of them should be included instead of both. If the value of correlation coefficiency 
is greater than 0.70 or less than -0.70, it can be interpreted as variables having multicollinearity problem. The 
solution to the multicollinearity problem is to drop one of the collinear variables.  According to the correlation 
table (Table 2 below), the variables that indicate more than 0.70, with a high probability value were dropped to 
avoid autocorrelation and multicollinearity problem.  
 
4.3 Augmented Dickey-Fuller Unit Root Test  
Most time series data are often presumed to be non-stationary and thus it is necessary to perform a pretest to 
ensure there is a stationary cointegrating relationship among variables to avoid the problem of spurious 
regression. 
 



Developing Country Studies                                                                                                                                                              www.iiste.org 

ISSN 2224-607X (Paper) ISSN 2225-0565 (Online) 

Vol.3, No.11, 2013 

 

71 

Table 3 
Augmented Dickey-Fuller  (ADF) Unit Root Test 
Variables Levels (Intercept Only)   First Difference (Intercept Only) 
  Sig.level(%) t-statistics Prob.*   Sig.level (%) t-statistic Prob.* 
ADF test statistics - -9.217496 0         
CR1 1 -3.4562           

  5 -2.87281           

  10 -2.57285           
ADF test statistics - -2.851286 0.0691     -7.1328 0 
CR2 1 -3.808546     1 -3.8315   

  5 -3.020686     5 -3.03   

  10 -2.650413     10 -2.6552   

ADF test statistics - -20.7234 0         

Management 1 -3.45529           

  5 -2.87241           

  10 -2.57264           

ADF test statistics - -6.571026 0         

GDPPC 1 -3.455193           

  5 -2.87237           

  10 -2.572615           

ADF test statistics - -5.008901 0         

Bank Reserve 1 -3.808546           

  5 -3.020686           

  10 -2.650413           

ADF test statistics - -2.695108 0.093     -4.7707 0.002 

CPI 1 -3.455887     1 -3.9204   

  5 -2.872675     5 -3.0656   

  10 -2.572778     10 -2.6735   

ADF test statistics - -1.165025 0.668     -4.3285 0.0035 

Tbill 1 -3.808546     1 -3.8315   

  5 -3.020686     5 -3.03   

  10 -2.650413     10 -2.6552   

ADF test statistics - -1.609641 0.46     -3.7557 0.0117 

Discount Rate 1 -3.808546     1 -3.8315   

  5 -3.020686     5 -3.03   

  10 -2.650413     10 -2.6552   

ADF test statistics - -1.545543 0.4907     -3.9875 0.0072 

Fin. Sec. Devt. 1 1 -3.808546     1 -3.8315   

  5 -3.020686     5 -3.03   

  10 -2.650413     10 -2.6552   

ADF test statistics - -1.93813 0.3095     -3.8115 0.0104 

Fin. Sec. Devt.2 1 -3.808546     1 -3.8315   

  5 -3.020686     5 -3.03   

  10 -2.650413     10 -2.6552   

*MacKinnon (1996) one-sided p-values. 
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Before proceeding with the OLS estimations, it is necessary to examine the time series properties of the variables 
by employing unit root tests. The Augmented Dickey-Fuller (ADF) (Dickey and Fuller, 1979; 1981) unit root 
tests is being done in this study in order to check whether the time series are stationary or not. Table 3 presents 
the ADF unit root tests results. The optimal lag lengths for the ADF test were chosen. Lag five was the most 
efficient lag to be chosen based on the lag order selection criterion. ADF test indicates that CR1, Management 
and GDPPC, are stationary at levels with the remaining variables being stationary at first difference. 
 
4.4: Regression Analysis for Credit Risk One (CR1) 
Table 4a indicates that three variables namely Management, Government borrowing and Financial Sector 
Development (FSD 2 defined as the ratio of total asset to GDP) significantly influence Credit Risk (CR 1 defined 
as the ratio of loan loss provision to total asset).  A p-value (prob.) less that 5% means the variable significantly 
influences the dependent variable at the 5% level. The negative sign against the coefficient of government 
borrowing and financial sector development suggest a negative relationship to credit risk. This means that 
whenever there is innovation and development in the financial sector, credit risk reduced and also an increase in 
government borrowing reduces credit risk and vice versa.  
 

Table 4a: Regression Analysis for Credit Risk One (CR1) 

Variable Coefficient Std. Error t-Statistic Prob.   

C 5.213950 2.212671 2.356406 0.0325 

MANAGEMENT 0.161761 0.046314 3.492677 0.0033 

GOVT BORROWING -0.000210 6.67E-05 -3.179302 0.0062 

DISCOUNT RATE 0.011703 0.035079 0.333619 0.7433 

FIN. SEC. DEVT.1 77.19347 71.99158 1.072257 0.3006 

FIN. SEC. DEVT. 2 -1.858250 0.771118 -2.409807 0.0293 

R-squared 0.587614     Mean dependent var 5.066190 

Adjusted R-squared 0.450152     S.D. dependent var 1.376345 

S.E. of regression 1.020583     Akaike info criterion 3.113582 

Sum squared resid 15.62385     Schwarz criterion 3.412017 

Log likelihood -26.6926     Hannan-Quinn criter. 3.178350 

F-statistic 4.274742     Durbin-Watson stat 2.836373 

Prob(F-statistic) 0.012876       

 
 
Table 4b: Model Diagnostic Tests 

Serial Correlation F(2,11)=0.9537[0.47575] 

Heteroskedasticity F(7,13)=0.9537[0.147575] 

Normality X2 (2)=0.230666[0.891069] 

 
 
The fundamental regression statistics show that R2 (58.76%) is high implying that overall goodness of fit of the 
model is satisfactory.  It also means that about 58% of credit risk variation is explained by the model. Further, 
the Durbin Watson Statistic (2.8) shows that there is no autocorrelation in the residuals. The F-statistic of 
2.836373 with it corresponding     p-value [0.012876] suggests that the five independent variables jointly impact 
credit risk. The diagnostic test statistics reported in Table 4b indicates that the model passes serial correlation and 
heteroscedasticity and normalilty test at the 5%, meaning a good model. The cumulative sum (CUSUM) plots in 
Figure 1 from a recursive estimation of the model indicate stability in the dependent variable over the sample 
period.  
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Figure 1: Stability Test for the Credit Risk Model 1 
 
4.5: Regression Analysis for Credit Risk two (CR2) 
Table 5a indicates that two variables namely Management, GDPPC significantly influence Credit Risk (CR 2 
defined as the net interest income to total asset) at the 5% significant level.  
The fundamental regression statistics show that R2 (46.97%) is on average implying that overall goodness  
 

Table 5a: Regression Analysis for Credit Risk Two (CR2) 

Variable Coefficient Std. Error t-Statistic Prob.   

C -0.028480 0.481209 -0.059179 0.9535 

MANAGEMENT 0.210628 0.077482 2.718405 0.0152 

CPI -0.012180 0.010430 -1.167841 0.2600 

GDPPC 0.000864 0.000273 3.162370 0.0060 

TBILL 0.015214 0.013570 1.121187 0.2788 

R-squared 0.469718     Mean dependent var 1.714170 

Adjusted R-squared 0.337147     S.D. dependent var 0.505438 

S.E. of regression 0.411506     Akaike info criterion 1.266271 

Sum squared resid 2.709396     Schwarz criterion 1.514967 

Log likelihood -8.295840     Hannan-Quinn criter. 1.320244 

F-statistic 3.543156     Durbin-Watson stat 2.567457 

Prob(F-statistic) 0.029748       

Table 5b: Model Diagnostic Tests 

Serial Correlation F(5,11)=1.680351 [0.2196] 

Heteroskedasticity F(5,10)=0.473466 [0.7883] 

Normality  X2 (2)=1.906345[0.385516] 
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of fit of the model is satisfactory.  It also means that about 46% of credit risk variation is explained by 
Management and GDPPC. Further, the Durbin Watson Statistic (2.6) shows that there is no autocorrelation in the 
residuals. The F-statistic of 3.543156 with it corresponding p-value [0.029748] suggests that the four 
independent variables jointly impact credit risk in the long run. The diagnostic test statistics reported in Table 5b 
indicates that the model passes serial correlation and heteroscedasticity and normalilty test at the 5%, meaning a 
good model. The cumulative sum (CUSUM) plots in Figure 2 from a recursive estimation of the model indicate 
stability in the dependent variable over the sample period. 
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12
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CUSUM 5% Significance  
 

Figure 2: Stability Test for the Credit Risk Model 2 
 
Conclusions and Recommendations 
This paper undertook to investigate the effect of bank-specific, industry-specific and macroeconomic 
determinants of credit risk of commercial banks in Ghana. A unique feature of this study is the emphasis on 
macroeconomic factors such as Government borrowing, Government securities, the required reserve, the bank 
discount rate, the Treasury bill rate and the  inflation rate  which are known to influence credit risk. 
   
This study involved the following three stages: (1) a brief description of the banking system of Ghana, (2) a 
discussion of the determinants of bank credit risk;  3) the empirical model, and (4) the discussion of empirical 
findings.   
It has been found that there is no significant relationship between bank ownership, FSD1, Government securities, 
Treasury bill rate, the discount rate and the GDPPC on one hand and CR1, while management inefficiency, 
Government borrowing and FSD2 have significant relationship with the CR1. While management efficiency has 
a positive relationship Government borrowing and FSD2 have a negative relationship. An increase in 
management inefficiency is supposed to lead to a higher CR1. An increase in Government borrowing and an 
improvement in the FSD2 (bank assets/GDP) is supposed to lead to a decline in CR1.  
 
Again the regression analysis reveals a positive relationship between management inefficiency and GDPPC on 
one hand and CR2. This suggests that as each of the two increases, CR2 also increases. Management inefficiency 
means a higher operating cost as a ratio of operating income. This means that for CR2 measured by net interest 
income/total asset ratio to go up then the operating cost must increase. A positive relationship means that an 
increase in the GDPPC would lead to an increase on CR2.  A higher GDPPC suggests increase in the income 
level of the individuals, leading to the ability to take more loans and for that matter an increase in net interest 
income for banks. It also means an improvement in the ability to repay loans and thus more net interest income.   
That the required reserve, Treasury bill rate and the discount rate do not influence credit risk means that these 
variables are not good policy instruments to be used to influence the performance of banks. Again changes in the 
rate of  inflation do not result in the worsening or improvement in bank performance by way of credit risk 
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management.  
     
References 
 
1. Al-Smadi, M. O., & Ahmed, N. H. (2009). Factors Affecting Banks’ Credit Risk: Evidence from Jordan. 

Collage of Business, University Utara Malaysia, Malaysia. 

2. Angbazo, L. (1997). Commercial Bank Net Interest Margins, Default Risk, Interest Rate Risk, and Off-

Balance Sheet Banking. Journal of Banking & Finance, 21, 55-87. 

3. Anginer D., Demirguc-Kunt, A., & Zhu M. (2012). How Does Bank Competition Affect Systemic Stability? 

The World Bank, Development Research Group, Finance and Private Sector Development Team. Policy 

Research Working Paper 5981. 

4. Annual Report of All Commercial Banks in Ghana from 1989 to 2010. 

5. Athanasoglou, P.P., Delis M. D., & Staikouras, C. K. (2006). Determinants of Bank Profitability in the South 

Eastern European Region. Bank of Greece, Working Paper No. 47.  

6. Bank of Ghana Annual Reports (Various Editions). 

7. Bank of Ghana Quarterly Statistical Bulletin (Various Editions). 

8. Bashir, A-H. M. (2000). Assessing the Performance of Islamic Banks: Some Evidence from the Middle East . 

Grambling State University. 

9. Bikker, J. & Hu, H. (2002). Cyclical Patterns in Profits, Provisioning and Lending of  banks and procyclicality 

of the new Basel Capital requirements. BNL Quarterly Review 221, 143-175.  

10. Boyd, J.H., Levine, R. & Smith, B.D. (2001). The Impact of Inflation on Financial Market Performance, 

Journal of Monetary Economics, 47 pp. 221-248.  

11. Das, A., & Ghosh S. (2007). Determinants of Credit Risk in Indian State-Owned Banks: An Empirical 

Investigation, Economic Issues, Vol. 12, No. 2 pp. 48-66.  

12. Demetriades, P. O., & Luintel K.B. (1996). Financial Development, Economic Growth and Banking Sector 

Controls: Evidence from India, Economic Journal 106. 

13. Demirguc-Kunt, A., & Huizinga, H. (1998). Determinants of Commercial Bank Interest margins and 

Profitability: Some International Evidence, Policy Research Working Paper No. wps 1900.  

14. Dickey, D. A. and Fuller, W. A. (1979). Distribution of the Estimators for Autoregressive Time Series with a 

Unit Root, Journal of the American Statistical Association, Vol. 74:427-31. 

15. Dietrich A. & Wanzenried G. (2009, January). What Determines the Profitability of Commercial Banks? New 



Developing Country Studies                                                                                                                                                              www.iiste.org 

ISSN 2224-607X (Paper) ISSN 2225-0565 (Online) 

Vol.3, No.11, 2013 

 

76 

Evidence from Switzerland.  

16. Folawewo A., & Tennant, D. (2008). Determinants of Interest Rate Spreads in Sub-Saharan African 

Countries: A Dynamic Panel Analysis. A paper prepared for the 13th Annual African Econometrics Society 

Conference, 9 – 11 July, 2008, Pretoria, Republic of South Africa, pp, .26.  

17. Garcia-Herrero, A. (2006). What Explains the Low Profitability of Chinese Banks? Working Paper No.30. 

The American University of Paris. Published and Sponsored by the Trustee Fund for Advancement of 

Scholarship (TFAS).  

18. Gonzales-Hermosillo, B., Pazarbasioglu, C. and Billings, R (1997). Determinants of Banking System 

Fragility: A Case Study of Mexico; IMF Staff Papers Vol. 44, No.3. 

19. Gup, B. E., Avram, K., Beal, D., Lambert, R., and Kolari, J. W. (2007). Commercial Banking: The 

Management of Risk (3rd Ed.) Australia: John Wiley and Sons Ltd. 

20. Jimenez, G., & Saurina, J (2006). Credit cycles, credit risk and prudential regulation, International Journal of 

Central Banking, 2, 65-98.  

21. Kwakye, J. K. (2010). High Interest Rates in Ghana, A Critical Analysis. The Institute of Economic  Affairs.  

22. Looney, R. E. & Frederiken, P. C. (1997). Government Investment and Follow-on Private Sector Investment 

in Pakistan, 1972-1995; Journal of Economic Development, Vol. 22,  No. 1.  

23. Maudos J., & de Guevara, J. F. (2004). Factors explaining the interest margin in the banking sectors of the 

European Union. Journal of Banking and Finance 28 (2004), 2259- 2281.  

24.  Molyneux, P. & Thornton J. (1992). Determinants of European bank profitability: A NOTE. Journal of 

Banking and Finance 16, 1173-1178.  

25. Navneet, S., Boopen, S., Sawkut, R., Shalini, R., & Binesh, R. ( 2009). Interest Rate Spread Determination in 

an Error Correction Model.  

26. Ngugi, R. W. (2001). An empirical analysis of interest rate spread in Kenya. Nairobi: African Economic 

Research Consortium, Research Paper 106.  

27. Rajaraman, I.,.Bhaumik, S & and Bhatia, N, (1999). NPA variations across Indian commercial banks: some 

findings, Economic and Political Weekly, 34,16-23.  

28. Ramlall, I. (2009). Bank-Specific, Industry-Specific and Macroeconomic Determinants of Profitability in 

Taiwanese Banking System: Under Panel Data Estimation International Research Journal of Finance and 

Economics, Euro Journals Publishing, Inc.2009. (University of Technology, Mauritius).  



Developing Country Studies                                                                                                                                                              www.iiste.org 

ISSN 2224-607X (Paper) ISSN 2225-0565 (Online) 

Vol.3, No.11, 2013 

 

77 

29. Sarpong, D., Winful, E. C., & Ntiamoah, J. (2011). Determinants of Wide Interest Margins In Ghana. Panel 

EGLS Analysis pp. 3.  

30. Saunders, A., & Cornett, M. M. (2008). Financial Institutions Management, 6th Edition, McGraw-Hill/Irwin, 

pp 183-184.  

31. Robinson, J. W. (2002). Commercial Bank Interest Rate Spreads in Jamaica: Measurement,  Trend and 

Prospects, www.boj.org.jm/uploads/pdf/papers pamphlets.pdf.  

32. Rose, P. S. & Hudgins, S.C. (2008). Bank Management & Financial Series 7th Edition; McGraw  Hill/Irwin.  

33. Tandelilin, E. (2007): “Corporate Governance, Risk Management Bank Performance: Does Type of 

Ownership Matter?”, EADN working paper No. 34.  

34. Tennant, D. & Folawewo, A. (2009). Macroeconomic and Market Determinants of Banking  Sector Interest 

Rate Spreads. Empirical Evidence from Low and  Middle Income Countries;  Applied Financial Economics, vol. 

19, Issue 6 March, 2009 pp.  489-507.  

35.Voridis, H. (1993). Ceilings on Interest Rates and Investment: The Example of Greece. Review of Economics 

and Statistics, 75(2), 276-283.  

 



This academic article was published by The International Institute for Science, 

Technology and Education (IISTE).  The IISTE is a pioneer in the Open Access 

Publishing service based in the U.S. and Europe.  The aim of the institute is 

Accelerating Global Knowledge Sharing. 

 

More information about the publisher can be found in the IISTE’s homepage:  

http://www.iiste.org 

 

CALL FOR JOURNAL PAPERS 

The IISTE is currently hosting more than 30 peer-reviewed academic journals and 

collaborating with academic institutions around the world.  There’s no deadline for 

submission.  Prospective authors of IISTE journals can find the submission 

instruction on the following page: http://www.iiste.org/journals/   The IISTE 

editorial team promises to the review and publish all the qualified submissions in a 

fast manner. All the journals articles are available online to the readers all over the 

world without financial, legal, or technical barriers other than those inseparable from 

gaining access to the internet itself. Printed version of the journals is also available 

upon request of readers and authors.  

MORE RESOURCES 

Book publication information: http://www.iiste.org/book/ 

Recent conferences:  http://www.iiste.org/conference/ 

IISTE Knowledge Sharing Partners 

EBSCO, Index Copernicus, Ulrich's Periodicals Directory, JournalTOCS, PKP Open 

Archives Harvester, Bielefeld Academic Search Engine, Elektronische 

Zeitschriftenbibliothek EZB, Open J-Gate, OCLC WorldCat, Universe Digtial 

Library , NewJour, Google Scholar 

 

 

http://www.iiste.org/
http://www.iiste.org/journals/
http://www.iiste.org/book/
http://www.iiste.org/conference/

