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ABSTRACT
When using a shared database for distributed transactions, it is often difficult to connect business processes and software components running on disparate platforms into a single transaction. For instance, one platform may add or update data, and then another platform later access the changed or added data. This severely limits transactional capabilities across platforms. Addressing this problem in an open, dynamic and distributed environment of web services poses special challenges, and still remains an open issue. Following the broad adoption and use of the standard Web Services Transaction Protocols, requirements have grown for the addition of extended protocols to handle problems that exist within the context of interoperable service-oriented applications. Most extensions to the current standard WS-Transaction Protocols still lack proper mechanisms for error-handling, concurrency control, transaction recovery, consolidation of multiple transaction calls into a single call, and secure reporting and tracing for suspicious activities. In this research, we will first extend the current standard WS-Transaction Framework, and then propose an enhanced protocol (that can be deployed within the extended framework) to improve transactional and security support for asynchronous applications in a distributed environment. A hybrid methodology which incorporates service-oriented engineering and rapid application development will be used to develop a procurement system (which represents an interoperable service-oriented application) that integrates our proposed protocol. We will empirically evaluate and compare the performance of the enhanced protocol with other conventional distributed protocols (such as 2PL) in terms of QoS parameters (throughput, response time, and resource utilization), availability of the application, database consistency, and effect of locking on latency, among other factors.
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1. INTRODUCTION
Many organizations already operate large enterprise web applications based on Java, .NET or PHP platforms that are deployed in a distributed environment. Most of these web applications are developed from services, which are, reusable software components. A service is a natural development of a software component where the component model is, in essence, the set of standards associated with web services (Sommerville, 2007). An example of this type of application is the traditional common e-commerce application, where for example, a purchase order has to be submitted across multiple systems.

Managing transactions in a distributed environment can be very challenging especially when you have concurrent transactions with interleaving operations that spans across different applications and resources. It is often very difficult to connect concurrent business processes running on disparate platforms into a single transaction. For example, one platform could insert or update data, and then another platform later access the changed or added data. This severely limits the transactional capabilities for cross-platform business process management (Gabhart, 2004).

Addressing this problem in an open and dynamic environment of web services especially when concurrent transaction calls spans across different applications and resources in a distributed environment poses special challenges, and still remains an open issue. Transactional and security support is vitally important. first, to ensure data integrity when managing transactions in a distributed in a distributed environment (Marina et al., 2006). Quality of service is also important in improving transactional and security support for business operations.

Monitoring the QoS across large-scale, distributed, heterogeneous applications is very challenging, because software and hardware components of the system are prone to errors. Nevertheless, establishing this infrastructure is critical to reduce and possibly prevent system downtime. Assuming that there is a problem is an online procurement system that is made up of services (components) from Java EE, .NET, PHP and legacy system commonly deployed in various businesses or composed of a set of federated services distributed over the internet. Hours of service interruptions often translate into millions of dollars in lost revenue. Without a proper system management infrastructure in place, the troubleshooting process can consume days or weeks before the problem is identified and fixed, degrading overall service levels. The ultimate goal of system management is to ensure that the quality of service and operating requirements of all business applications are satisfied.
A procurement system (composed of services) might be considered secure when a customer makes a purchase order using a service implemented on Java EE. This system may not necessarily be secure when order service is exchanging sensitive business information with another service (say the inventory system) implemented on a different platform say .NET. This is because the interoperable application is exposed to security vulnerabilities if one of the services (either the sender or recipient) is exploited or is being attacked by hackers. There are historic incidents of vulnerabilities on the .NET platform and the Java platform. These incidents can become a critical problem that causes financial loss or disruption to the business service. The computer security institute gives the following estimates concerning financial loss and business disruptions.

<table>
<thead>
<tr>
<th>Cause of Disruption</th>
<th>Year</th>
<th>Estimated Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virus, unauthorized access, and theft of proprietary information</td>
<td>2005</td>
<td>$130 million</td>
</tr>
<tr>
<td>Denial of service attacks</td>
<td>2003</td>
<td>$65 million</td>
</tr>
<tr>
<td>Denial of service attacks</td>
<td>2005</td>
<td>$7.3 million</td>
</tr>
<tr>
<td>Average loss per incident for proprietary information theft</td>
<td>2003</td>
<td>$355,552 million</td>
</tr>
</tbody>
</table>

Source: Computer Security Institute, 2005.

For a procurement system, improving transactional and security support translates to ensuring reliable delivery of service request and return of the processing result, fast system performance, and highly available interoperable system. Improving transactional and security support also entails having an acceptable response time for user experience. This includes the flow of order request including the response time for order validation. It also entails having an efficient error handling mechanism; putting in place a common logging system for logging and alerting error messages and database failures.

Considering the peculiarities of most procurements systems which are basically interoperable SOA-based systems, and the need to improve transactional and security support for these applications, most developers and companies are focusing on how to extend the current standard WS-Transaction Framework, and then to develop an enhanced protocol (that can be deployed within the extended framework). This research aims at developing an enhanced protocol that can be integrated within an interoperable SOA-based system such as a procurement system to improve transactional and security support. A hybrid methodology which incorporates service-oriented engineering and rapid application development will be used to develop a procurement system (which represents an interoperable service-oriented application) that integrates our proposed protocol. We will empirically evaluate and compare the performance of the enhanced protocol with other conventional distributed protocols (such as 2PL) in terms of QoS parameters (throughput, response time, and resource utilization), availability of the application, database consistency, and effect of locking on latency, among other factors.

In this research, we will first extend the current standard WS-Transaction Framework, and then develop an enhanced protocol (that can be deployed within the extended framework). The enhanced protocol will incorporate a mechanism for error-handling, concurrency control, consolidating multiple transaction calls into a single call, and secure tracing and reporting of business transactions for suspicious activities. These mechanisms will directly address issues such as QoS (throughput, response time, and resource utilization), availability of the application, database consistency, and effect of locking on latency, among others.

Thereafter, a hybrid methodology which incorporates service-oriented engineering and rapid application development will be used to develop a procurement system (which represents an interoperable service-oriented application) that integrates our enhance protocol. When the system is implemented, it will help to significantly improve transactional and security support for procurements systems and other interoperable SOA-based systems. In this research, the words request, message, process, transaction, operation are used interchangeable except explicitly stated.

2. BACKGROUND OF THE STUDY

Many organizations operate large enterprise web applications (such as web-service based applications), which involve distributed transactions that spans across different applications and resources. Apart from this, these applications involve related transactions (or task) that are loosely-coupled and carried out over long periods of time. Managing a transaction distributed across multiple systems significantly complicates an implementation to adhere strictly to the basic ACID tenets. For example, at the system level, isolation is usually implemented with locks. Distributed transactions that span across different applications and resources unavoidable involve a situation where one transaction locks the data record of another transaction. Even if, the transaction does not fail, resources might be locked longer than necessary and this will be unacceptable to most organizations. For performance reasons, so-called isolation levels allow this property to be relaxed for particular applications (Marina et al, 2006; Wenbing et al, 2006).

Traditional protocols such as strict two-phase locking protocol (2PL) and the two-phase locking protocol (2PC) are examples of protocols that are based on locking mechanisms (Bernstein et al, 1987; Ozsu and Valduriez, 1999). Thus, traditional ACID (Atomicity, Consistency, Isolation and Durability) properties of a transaction management system have to be relaxed for web services-based transactions. In particular, atomicity and isolation properties are usually relaxed in existing transaction protocols.
in the web service environment; i.e. some activities in a transaction can commit their results before the whole transaction commits and the results of some activities can be seen before the whole transaction completes. However, several problems arise because of the relaxation of the ACID properties such that a readjustment of the transaction management problem for web services environment is required (Alrafai, 2006). First, transactional dependencies can emerge among independent transactions, which need to be addresses when compensation is needed in order to avoid inconsistency problems. To handle such dependencies, support for concurrency control mechanism is needed. In addition, when several concurrent transactions call web services running in different platforms, transactional support is required to ensure that the outcome of all transactions are consistent.

Assuming there is service failure due to the fact that a transactions or sub-transactions have failed. This situation points to the fact that there is need for a recovery mechanism to recover those transactions that have failed in the web services environment.

The current specifications does not support these mechanisms at all, therefore there is a need to extend the specifications of the standard web service transaction protocol to provide an enhanced protocol for supporting the concurrency control mechanisms and other mechanisms (Alrafai et al, 2006). There is a clear justification for an enhanced protocol to manage concurrent transactions in a web service environment:

- Some extended protocols address only one part of the problem, such as the recovery problem (Cabrera et al[1, 2, 3], 05).
- Some protocols involve several transaction coordinators that communicate with each other to handle certain mechanisms such as transactional dependencies and other concurrency control problems (Choi, 2005; Haller et al, 2005).
- There are protocols that even handle some of these mechanisms but in different ways. For example, dependency graphs are use by some protocols to handle concurrency while others use transaction-wait for graph.
- There are some mechanisms that are very useful for proper management of concurrent transactions in web service environment but are usually overlooked by many extended protocols and in some cases these mechanisms may be implemented differently.

Again, when you consider that fact that in a distributed environment, transaction spans across different applications (Java EE, .NET and PHP) and resources (database and file systems), such an enhanced protocol is particularly needed to improve transactional and security support for asynchronous applications in a distributed environment. Most of the extended protocols such as the one proposed by Alrafai (2006) focused on introducing a mechanism for concurrency control. Wenbing (2005) proposed a protocol which was basically a reservation based extended transaction protocol aimed at addressing the limitations of compensation-based extended protocols. There are several other extended transaction protocols that target distributed transactions and web services transactions.

There are other very useful mechanisms that are not usually considered by many other extended protocols. An example of such a mechanism is the one that attempts to consolidate multiple transactions calls into a single call. Another example is the one that allows for secure reporting and tracing of transactions for suspicious activities. Table 1 provides a summary of some of these protocols by highlighting their main focus and shortcomings.

Our proposed protocol will incorporate: (1) error-handling mechanism that ensures the request either returns back, times out, is resubmitted, or an error is propagated up the invocation chain or there is a custom notification or callback; (2) concurrency control mechanism to enable detecting and managing conflicts that arise out of concurrent transactions that spans across multiple applications and resources; (3) mechanism to consolidate multiple transactions calls into a single call to reduce the number of operations within an atomic transaction; and (4) security control mechanism to address the challenge of handling a common security process logic, and secure reporting and tracing transactions for suspicious activities.

We will empirically evaluate and compare the performance of the proposed protocol with other conventional distributed protocols (such as 2PL) in terms of throughput, response time and resource utilization, among other factors.

3. DEFINITION OF RELATED TERMS

In this section, we will attempt to explain some of the key terms and concepts that are used in this research study.

Transaction: A transaction is a sequence of information that is treated as an individual unit and follows the “ACID” (atomicity, consistency, isolation and durability) test. A transaction must succeed or fail as a unit, following the atomic rule of “all or nothing.” A transaction must be consistent, leaving both sides in a valid state. A transaction is isolated, unaware of or not seen by other concurrently executing transactions. And a transaction must be durable: once it succeeds it must persist (JNBridge, 2011).

A transaction is also defined as a unit of work that results in either success or failure and fulfills Atomic, Consistent, Isolated, and durable (ACID) principle (Marina et al, 2006).

Distributed transaction: A distributed transaction is the one that spans across different applications (Java EE, .NET and PHP) and resource (database and file systems). Managing a transaction distributed across multiple systems significantly complicates an implementation to adhere to the basic ACID tenets. Transactional support is very important in distributed transactions because of the need to preserve data integrity (Marina et al, 2006).
Interoperability: Laudati P. et al (2003) defines interoperability as the ability to communicate or transfer data between functional units running on different platforms, implemented in different technologies, using industry standard or widely accepted data description and communication protocols. Interoperability as a process comes to play when we want to ensure that applications built on one platform connects to those created on the other. This research is not about interoperability; rather it is about providing support for interoperable SOA-applications in a distributed environment.

Services Oriented Architecture (SOA): Services oriented architectures (SOA) are a way of developing distributed systems where the components of these systems are stand-alone services (or web services) (Sommerville, 2007).

Services as Reusable Software Components: Services are a natural development of software components where the component model is, in essence, the set of standards associated with web services (Adams, 2006; Sommerville, 2007).

A service can therefore be defined as a loosely coupled, reusable software component that encapsulates discrete functionality, which may be distributed and programmatically accessed. A web service is a service that is accessed using standard Internet and XML-based protocols.

Services can be developed for reuse in a service-oriented application. It has much in common with component based development. The development of software using services is based on the idea that you compose and services to create new, composite services. These may be integrated with a web user interface to create a web application or may be used as components in some other service composition. The services involved in the composition may be specifically developed for the application may be business services developed within a company or may be services from some external provider (Sommerville, 2007). The implication of web services is that, in a real sense, the Web itself hosts your applications, with components scattered across multiple servers, your own and potentially many others, all working in concert (Adams, 2006). This is the approach that we will use to develop the procurement system that is used distributed transaction scenario.

Concurrency: Concurrency is a property of systems in which several computations are executing simultaneously, and potentially interacting with each other. Because computations in a concurrent system can interact with each other while they are executing, the number of possible execution paths in the system can be extremely large, and the resulting outcome can be indeterminate. Concurrent use of shared resources can be a source of indeterminacy leading to issues such as deadlock, and starvation. A number of mathematical models have been developed for general concurrent computation including Petri nets, process calculi, the Parallel Random Access Machine model and the Actor model.

The design of concurrent systems often entails finding reliable techniques for coordinating their execution, data exchange, memory allocation, and execution scheduling to minimize response time and maximize throughput (Wikipedia, “concurrency”, 2011).

Concurrent Transactions: Sometimes it is useful for an application to have multiple independent connections called concurrent transactions. Using concurrent transactions, an application can connect to several databases at the same time, and can establish several distinct connections to the same database.

For example, suppose you are creating an application that allows a user to run SQL statements against one database, and keeps a log of the activities performed in a second database. Because the log must be kept up to date, it is necessary to issue a COMMIT statement after each update of the log, but you do not want the user's SQL statements affected by commits for the log. This is a perfect situation for concurrent transactions. In your application, create two contexts: one connects to the user's database and is used for all the user's SQL; the other connects to the log database and is used for updating the log. With this design, when you commit a change to the log database, you do not affect the user's current unit of work.

Another benefit of concurrent transactions is that if the work on the cursors in one connection is rolled back, it has no affect on the cursors in other connections. After the rollback in the one connection, both the work done and the cursor positions are still maintained in the other connections.

Lock: A lock is a system object associated with a shared resource such as a data item of an elementary type, a row in a database, or a page of memory. In a database, a lock on a database object (a data-access lock) may need to be acquired by a transaction before accessing the object. Correct use of locks prevents undesired, incorrect or inconsistent operations on shared resources by other concurrent transactions (Wikipedia, “Two-phase locking”, 2011).

Markov Model: In probability theory, a Markov model is a stochastic model that assumes the Markov property. The simplest Markov model is the Markov chain. A Markov chain is a mathematical system that undergoes transitions from one state to another (from a finite or countable number of possible states) in a chainlike manner. It is a random process characterized as memoryless: the next state depends only on the current state and not on the sequence of events that preceded it. This specific kind of “memorylessness” is called the Markov property. Markov chains have many applications as statistical models of real-world
processes. The PageRank of a webpage as used by Google is defined by a Markov chain. Markov models have also been used to analyze web navigation behavior of users (Wikipedia, “Markov Chain”, 2011).

4. RELATED WORK

Transactional and security support is important when talking about management of concurrent transactions in a distributed environment. Most research agrees that the traditional ACID transactions are unsuitable for application in distributed environment (especially web service transactions) (Alrafai et al, 2006; Wenbing et al, 2005, Marina et al, 2006; Reddy, 2003; Little and Freund, 2003).

Hence, there are a lot of protocols that have been proposed to address the limitations of traditional ACID transactions. Some of these protocols are still anchored on traditional ACID properties of a transaction management system, although with some relaxed properties while others are extensions to the standard web service transaction framework (or protocols). Alrafai(2006) address the problem by proposing an extension to the standard framework for web service transactions to enable detecting and handling transactional dependencies between concurrent business transactions. Thereafter, he then presented an optimistic protocol for concurrency control that can be deployed in a fully distributed fashion within the proposed framework. The main advantage of his approach to concurrency control is that it does not require any direct communication or information exchange between independent transactions. This approach has its cost because it requires two times the number of exchanged messages to reach globally correct execution; and so this is simply a trade-off relation between the cost of the number exchanged messages and the security privacy properties that can be ensured using it. Many protocols that support concurrency control work rely heavily on algorithms to detect and handle transactional dependencies between concurrent business transactions.

These algorithms are used to build transaction-wait-for-graph (TWFG) (directed graph whose nodes represent transactions, and arcs represents the wait-for relationships). Performance studies indicate that a major component of cost of running the detection algorithms is wasteful (occurs in the absence of deadlock)(Krishna, 2003; Shyu et al, 1990; Sinha and Natarajan, 1985). Other examples of research work addressing the concurrency control problem in web services transaction is the work done by Haller et al; Choi et al, 2006. In all of these works, there is a general consensus that concurrency control should be handled by transaction coordinators who in turn maintain and update local partial views of the global serialization graph by direct communication. Several approaches have been used by different researchers to evaluate the performance of protocol/architectures of applications that run in a distributions environment. It is generally accepted that QoS related parameters are a key to evaluating the performance of these applications (Alrafai, 2006; Reddy, 2003; Marina et al, 2006; Wenbing, 2008).

We have discussed some of these approaches in the section on experimental evaluation, and will not be repeated here.

5. MOTIVATION OF THE STUDY

Modern large-scale enterprise applications encompass concurrent transactions with interleaving operations that cut across multiple platforms and resources and there is need to improve transactional and security support for these applications.

5.1 Motivating Scenario

The following example demonstrates the problem of managing transactions in a web service environment, and that motivated the need to improve transactional and security support. Figure 1 shows an overview of the features of the procurement system.

![Deployment Diagram for the Procurement System](image-url)
Our distributed transaction scenario (or use case) is very simple and straightforward. It has the following features:

(i) The procurement system is an interoperable SOA-based application. There are three sub-systems within the procurement system – Customers system, Purchase-Order system and Manufacturing system.

(ii) The procurement system is modeled after a loosely coupled SOA architecture, where the Purchase-Order sub-system exists within its own organizational context and is implemented as tightly-coupled subsystem. This organization manages the purchase order system and is responsible for the operation of all its components.

(iii) Although the focus of the research is not on interoperability, this scenario also draws attention to the challenges of interoperability management in a distributed environment.

(iv) There are concurrent transactions that spans across different applications and resources, and for a transaction to be completed there may be different operations that are involved and each of these operations may be handled by the different subsystems.

(v) The purchase order system is trying to portray a short-lived transaction that is deployed within the boundaries of the same corporation. Again it is expected that the level of trust among the participants is fairly high. These are in fact, features of the WS-AtomicTransactions.

(vii) The purchase order subsystem is composed of three services (developed independently and specifically for the application): order services- implemented using .NET platform, the inventory service- implemented using implemented using the PHP platform, and the supply services- implemented using the Java EE platform. The purchase order subsystem (i.e. all the web services) is connected to a shared database -SQL Server database. The services could run on single or different computer systems with the same operating systems and application servers.

5.2 Description of the Distributed Transaction Scenario

Suppose there are two dependent processes (order service, inventory service) and one independent process (supply service) which have to collaborate in order to place an order for a product P1 in a procurement system. The product count for P1 must be above 500 units; otherwise a new product request is generated. The initial product count for P1 is 600 units. A customer initiates a transaction T1 to order for 500 units of P1. The order service sends a call to the inventory service to confirm if P1 is available. Once P1 is confirmed to be available, the inventory service updates its stock inventory and the purchase order is created. From time to time, the supply service checks the database to generate a new product request when the product count for P1 is below 500. This sort of process severely limits transactional capabilities across platform because a different service (platform) is adding and updating inventory while another independent platform (service) is generating a new product request.

Assuming that this order is later cancelled while T1 has not yet been committed (may be due to service failure or delay), and meanwhile the product count for P1 had already been decremented. It is possible for other concurrent transaction (T2, T3,...,Tn) to make an order based on the assumption that 600 units of P1 is still in stock. These transactions are not allowed in a procurement system, as it would result in potentially overselling P1. Again, assuming the purchase order is not cancelled but
there was an error (may be due to inventory service failure) or a delay that prevented an update on the product count of P1, request for product count information from other concurrent transactions will be denied (or locked) for a long time until service is restored and the supply service will not also be able to generate new product request.

Unaware that inventory service may be down or that P1 may be out of stock, several independent transactions (T1, T2, T3,....Tn) may attempt to place order for P1. Many of those transactions would definitely fail and this would result in a situation where the database is left in an inconsistent state. When service is restored eventually, it will be very difficult to recover those transactions that have failed because no logging information was maintained. It will also be difficult to report and trace for suspicious activities due to the absence of a central logging mechanism in the system.

This scenario shows that order service depends on the inventory service, which verifies that the selected product is in stock. The inventory service also depends on the supply services, which verifies that the product count is low and hence a new product request is generated.

Current web service transaction standards do not address most of these problems - dependencies and recovery issues. There are no efficient models to express these problems and there are no efficient protocols to handle such problems.

6. STATEMENT OF PROBLEM

When using a shared database in a distributed environment, it is often difficult to connect concurrent business processes and software components running on disparate platforms into a single transaction; which severely limits transactional capabilities across platforms. Therefore one of the most serious challenges is how to improve transactional and security support for applications in a distributed environment. Technically, the standard framework for web services transaction still lacks mechanisms that can improve transactional support for interoperable applications, and so there is need to extend the standard framework for web service transactions to make provisions these mechanisms. The motivating scenario described in the previous section points the following specific problems:

1. Transactional and security capabilities of the system could be severely hampered due to concurrent multiple transaction calls. The number of failed transactions and locks contention involved in the system could build up if there are error-handling mechanisms to resolve transaction conflicts on time.
2. Resources could be locked or blocked for a long time when concurrent transactions are trying to access the resource.
3. The database might be left in an inconsistent state if the probability of failed transaction is high and there is no mechanism in the system to handle errors.
4. There is difficulty in recovering failed transactions in case of service failure, and also in reporting and tracing for suspicious activities due to the absence of a central logging mechanism in the system.

7. RESEARCH QUESTIONS

The research questions that emanates from the foregoing are listed below:

1. What are the shortcomings of the standard WS-transaction protocol and other extended protocols; how do we extend it to improve transactional support; and what are the mechanisms for incorporation into the proposed extended protocol?
2. To what extent can the incorporation of a mechanism for error-handling, concurrency control, consolidating multiple transaction calls, and secure tracing improve transactional support for interoperable SOA-based systems?
3. How can we integrate our proposed protocol into a sample program to improve transactional support for interoperable SOA-based system?
4. Is there any significant difference between our proposed protocol (when integrated with an interoperable SOA application and a conventional application) and the conventional distributed 2PL?

7.1 RESEARCH HYPOTHESIS

Hypothesis 1:
Is there any significant difference between our proposed protocol and the conventional distributed 2PL in terms of improving transactional and security support for interoperable SOA-based applications?

Hypothesis 2:
Is there any significant difference between integrating our proposed protocol with an interoperable SOA-application and a normal SOA-based application?
8. AIMS AND OBJECTIVES OF THE STUDY

The aim of this research is to develop an enhanced protocol to that will significantly improve transactional and security support for asynchronous applications that need to interoperate in a web service environment. The specific objectives of the research are:

1. To improve the Quality of Service (QoS) and performance of the system in terms of response time, throughput and resource utilization.
2. To reduce the length of locking and blocking time involved before being able to access a resource.
3. To minimize the probability (and the number) of locks contentions, transaction conflicts, failed transactions, and multiple transaction calls in the system.
4. To reduce the probability that the databases (that stores data, logging and error information) might be left in an inconsistent state.

The specific objectives are:

1. To analyze and evaluate the current standard framework for web services transactions and other extended protocols with a view to identifying its problems.
2. To extend the standard framework for web service transaction protocol and then propose an enhanced protocol for use within the extended framework.
3. To develop and implement an enhanced protocol by integrating it with a sample program which represents an interoperable SOA-based application.
4. To evaluate and compare the performance of the enhanced protocol with other conventional distributed protocols (such as 2PL) in terms of QoS parameters (throughput, response time, and resource utilization), availability of the application, database consistency, and effect of locking on latency, among other factors.

9. PURPOSE AND SIGNIFICANCE OF THE STUDY

This research will provide a protocol that will help developers to either manage transactions in a web service environment or, better still design a system that does not suffer from problems associated with concurrent transactions in web service environment. This research study will benefit practicing web developers and companies in the following ways:

**Practicing Web Developers:** The research work will extremely be useful to practicing web developers because it will outline how to improve transactional and security support for transactions in web service environment.

**Companies:** Architects and IT managers in companies can get a brief overview of how this protocol is relevant to their operating environments and also how it can facilitate their architectural planning.

When the protocol is integrated into an interoperable SOA-based application, it will help in:

- Recovering transactions in case of service failure.
- Improving the Quality of Service (QoS) and performance of the system in terms of response time, throughput and resource utilization.
- Ensuring that the database is left in a consistent state after a distributed transaction.

10. SCOPE AND LIMITATION OF THE STUDY

This research assumes that concurrent transaction spans across different applications (.NET, Java EE, PHP) and resources (databases and file systems) and there is need for transactional support. For instance, you have an existing data repository that you need to access from more than one application running on multiple platforms. This research assumes that the transaction is short-lived (not a long living transaction) and is deployed in an intranet system (where the boundaries are within the same corporation). Therefore, it is expected that the level of trust among transaction participants is high. This research study uses a sample web application – a procurement system that is composed of web services.

This application is deployed in a distributed environment. The procurement system is only a sample use case implementation to demonstrate a distributed transaction scenario and does not illustrate recommended practice for implementing security in a production application. This application will be implemented first on a stand-alone computer and thereafter in an Intranet system.
Three platforms will be involved in developing three different services that take part in the procurement system: .NET implements the ordering service, Java EE implements the supply service, and PHP platform implements the inventory service.

Each of the service in the distributed transaction scenario may also be regarded as software components that reside on different machines. Within the proposed protocol, the web service should be seen as a means of support and not as an interoperability solution.

11. RESEARCH METHODOLOGY

The methodology to take in the research summaries into the following steps:

(a) The current standard protocol and other extended protocols will be analyzed and evaluated with a view to identifying its problems. These problems will be categorized into groups which will then translate into the mechanisms that will be incorporated into our proposed protocol.

(b) Extend the standard framework for web service transaction by first presenting the standard framework for web service transaction, and then highlight where and how our proposed protocol will be integrated into the framework. Thereafter we will develop a protocol for use within the extended framework. We will present an algorithm that supports the protocol; give a formal definition of the protocol and a proof of the definition/algorithm for correctness.

(c) Develop a sample program (purchase order system) that integrates our proposed protocol. The sample program will be an interoperable SOA-based application. The following development tools will be used to develop the sample program:

(i) Visual Studio 2010 IDE – for the .NET service
(ii) NetBeans 6.8 IDE – the Java service
(iii) XAMPP – for the PHP service
(iv) The database will be SQL Server 2010.

(d) Run experiments with the sample program that integrates our protocol in order to capture parameters. These parameters will be used to empirically evaluate and compare the performance of the proposed protocol with other conventional distributed protocols (such as 2PL) in terms of Quality of Service (QoS) parameters, availability of the SOA-based application, and consistency of the database and the effect of locking on latency, among other factors. In particular, we will use a discrete-time Markov model to estimate the probability that all of some large number of the transactions in the system complete successfully and also the probability that the database might have been left in an inconsistent state.

12. IDENTIFYING THE MECHANISMS FOR INCORPORATION INTO OUR PROPOSED PROTOCOL

Before making extensions to the standard web service transaction framework, it is vitally important to identify specific problems in the distributed transaction scenario. Thereafter, you then figure out a mechanism that will be incorporated into the proposed protocol to solve the problems. The problems that were pointed to by our motivating scenario can be grouped into four categories namely: error-handling, concurrency control, consolidating multiple transactions calls, secure reporting and tracing. These four categories translate into the mechanisms that will be incorporated into the proposed protocol. Let us now explain how each of these mechanisms fits into our motivating scenario. We will also explain the strategies for solving this problem.

(1) Mechanism for error-handling

In the Procurement System, the purchase order is being saved into the database. Once the purchase order transaction commits, all changes made to the data are permanent, and critical information will not be lost. If an error occurs prior to modifications committed to the database, changes should roll back, thus leaving the system in the original state. Being able to roll back or at least notify the errors to recover the system to its original state is an important part of the process. This is where an effective error-handling mechanism comes into play. An error-handling mechanism should be developed to ensure that the request either returns back, times out, is resubmitted, or an error is propagated up the invocation chain. There could also be a custom notification or callback mechanism.

Transaction systems do not usually give guarantee of consistency. In our distributed transaction system, if the product count does not decrement correctly, the supply processing system may not request products on time. In order to maintain consistency across the system by building this business requirement can be built into the error handling mechanism either at the application logic or by enforcing corresponding constraints at the database level.

(2) Mechanism for concurrency control

In the Procurement system example, when decrementing the products counter, a write lock should be set to avoid potentially overselling a product. An application should deny request for the product count information while this product count is being modified. Only after all changes are committed or rolled back should the data be available to the rest of the requests. This is
where an effective concurrency control mechanism comes into play to reduce the number of locks in the system and to also reduce the locking time involved before being able to access the resource. We will also try to include other strategies recommended by Kanjilal(2010) to handle concurrency.

These include:
- Reducing the length of time of the transaction (i.e. not having transactions that run for a long time).
- Performing certain operations at the end of a transaction instead during a transaction
- Avoiding user input that needs to commit during transactions
- Ensuring that all transactions are either committed or rollback after a specified time
- Ensuring that the resources are access in the same order
- Proper utilization of isolation levels to help minimize locking

(3) Mechanism for consolidating multiple transactions calls into a single call

In the Procurement System, there are situations where there could be periods where a very large number of users and/or transactions are either trying to use or are using the system. In other words, high data driven application usually have large number of concurrent users and operations. Because transactions in a concurrent system can interact with each other while they are executing, the number of possible execution paths in the system can be extremely large, and the resulting outcome can be indeterminate. Concurrent use of the shared resources (in this case, the database) can be a source of indeterminacy leading to issues such as deadlock and starvation. The solution will be to develop a mechanism to consolidate multiple transactions calls into a single call or try to reduce the number of transactions and sub-transactions within the system.

(4) Mechanism for secure reporting and tracing

In the Procurement system, the transactions spans across multiple platforms and resources and the system may suffer from security problems. Sometimes the security policy that is designed to address this problem may also be implemented at different levels. The challenge then is how to bring the security processing logic into a single component, and then implement it in a distributed environment.

Again, in our procurement system scenario, there is no way to know how many transactions have succeeded or failed, why they have failed, how it failed, when it failed, and at which terminal or machine. This is simply because no transaction logging information is maintained. The administrator needs this information to trace and report transactions for suspicious activities. It might also be very difficult to recover failed transactions in case of service failure if there is no central logging system.

12. CONCLUDING REMARKS

In this research, we will provide a protocol that significantly improves transactional and security for asynchronous applications in a distributed environment especially when concurrent transaction calls spans across multiple resources. When the protocol is integrated into an interoperable SOA-based application, it will help in recovering transactions in case of service failure, improving the Quality of Service (QoS) and performance of the system in terms of response time, throughput and resource utilization, and ensuring that the database is left in a consistent state after a distributed transaction.
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