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Rainfall-runoff modelling of a watershed
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Abstract

In this study an adaptive neuro-fuzzy inferencetesyswas used for rainfall-runoff modelling for the
Nagwan watershed in the Hazaribagh District of Kiwand, India. Different combinations of rainfalldan
runoff were considered as the inputs to the moaed, runoff of the current day was considered as the
output. Input space partitioning for model struetidtlentification was done by grid partitioning. Athnid
learning algorithm consisting of back-propagatioud teast-squares estimation was used to train thadem

for runoff estimation. The optimal learning paraaretwere determined by trial and error using ganssi
membership functions. Root mean square error armélation coefficient were used for selecting thestb
performing model. Model with one input and 91 gamsmbership function outperformed and used for
runoff prediction.
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Introduction

The hydrologic behavior of rainfall-runoff process very complicated phenomenon which is
controlled by large number of climatic and physaygric factors that vary with both the time and gpac
The relationship between rainfall and resultingoffirs quite complex and is influenced by factostating
the topography and climate.

In recent years, artificial neural network (ANN)zEy logic, genetic algorithm and chaos theory Hasen
widely applied in the sphere of hydrology and watsource. ANN have been recently accepted as an
efficient alternative tool for modeling of complaydrologic systems and widely used for predict®ame
specific applications of ANN to hydrology includeodeling rainfall-runoff process (Sajikumat. al,
1999). Fuzzy logic method was first developed tplaix the human thinking and decision system by
Zadeh (1965). Several studies have been carriedising fuzzy logic in hydrology and water resources
planning (Mahabiet al. 2003; Changt al.,2002).

Adaptive neuro-fuzzy inference system (ANFIS) whis integration of neural networks and fuzzy
logic has the potential to capture the benefitbath these fields in a single framework. ANFIS in&b
linguistic information from the fuzzy logic as wddarning capability of an ANN. Adaptive neuro fyzz
inference system (ANFIS) is a fuzzy mapping aldwnitthat is based on Tagaki-Sugeno-Kang (TSK) fuzzy
inference system (Jarg} al, 1997; Loukas, 2001). ANFIS used for many appiicasuch as, database
management, system design and planning/forecastittge water resources (Nayek al.,2004; Firatet.
al., 2009 and Wangt. al 2009).
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Study area

The Nagwan watershed is located at Upper Siware dfDamodar-Barakar basin in the Hazaribagh
District of Jharkhand, India, and lies between B%@ 85.43 E longitudes and 23.890 24.12N latitude.
The location and topographic map of Nagwan watersiseshown in Figure 3.1. The catchment is
rectangular in shape with an area of 92.46 sq kdhlamgth-width (L/W) ratio as 2.7. The maximum and
minimum elevation in the catchment is 640 m and B5@spectively above mean sea level. The catchment
has very undulating and irregular slope varyingrfrh to 25%.The climate of watershed is sub-tropical
with three distinct seasons viz. winter (OctobeFé&ruary), summer (March to May) and monsoon (June
to September)The average annual
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(INDIA)
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Fig 1. Location and topggre map of Nagwan watershed

rainfall in the watershed is about 1137 mm. Abod®¥9of the rainfall occurs due to southeast monsoon
during the period of*LJune to 30 September. The daily mean temperature of the wadreanges from
3°C to 40C. The mean monthly relative humidity varies frommimum of 40% in the month of April to a
maximum of 85% in the month of July.

Materials and methods

Adaptive neuro-fuzzy inference systems (ANFI S)
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Adaptive Neuro Fuzzy Inference System (ANFIS) isfuazy mapping algorithm that is based on
Tagaki-Sugeno-Kang (TSK) fuzzy inference systermdJet al., 1997 and Loukas, 2001).ANFIS is
integration of neural networks and fuzzy logic drave the potential to capture the benefits of hbése
fields in a single framework. ANFIS utilizes lingtic information from the fuzzy logic as well learg
capability of an ANN for automatic fuzzy if-thenleugeneration and parameter optimization.

A conceptual ANFIS consists of five componentguts and output database, a Fuzzy system
generator, a Fuzzy Inference System (FIS), and daptive Neural Network. The Sugeno- type Fuzzy
Inference System, (Takagi and Sugeno, 1985) wiidhe combination of a FIS and an Adaptive Neural
Network, was used in this study for rainfall-runafiodeling. The optimization method used is  hybrid
learning algorithms.

For a first-order Sugeno model, a common rule st two fuzzy if-then rules is as follows:
Rule 1: If )iis A1 and >§is Bl, then I: alx1+b1x2+ c,
Rule 2: If )iis A§and >§is Bz, then E: a2x1+b2x2+ c,
where,x; andx, are the crisp inputs to the node aad B, A, Bare fuzzy setsa, biandci (i=1,2)are
the coefficients of the first-order polynomial larefunctions. Structure of a two-input first-ord&ugeno
fuzzy model with two rules is shown in Figure 1slpossible to assign a different weight to eadé based
on the structure of the system, where, Weig\mzmdw2 are assigned to rules 1 and 2 respectively.
and f = weighted average
The ANFIS consists of five layers (Jang, 1993) vahin Figure 3.
The five layers of model are as follows:

Layerl: Each node output in this layer is fuzzified by nbemship grade of a
fuzzy set corresponding to each input.

O,y (%) =12

or

Ol,i: Mg, (X) i=3,4 (1.2)

Where, X, and X, are the inputs to nodé (i = 1, 2 for X, andi = 3, 4 for x2) and

X1 (Or %) is the input to thé" node and; (or B.,) is a fuzzy label.
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Fig 2. ANFIS architecture

Layer 2: Each node output in this layer represents thiegfistrength of a rule, which performs fuzzy, AND
operation. Each node in this layer, labdlgds a stable node which multiplies incoming sigreaisl sends

the product out.

O, = W = uy ) uy ) =1 2

. (1.2)

Layer 3: Each node output in this layer is the normalizetue of layer 2, i.e., the normalized firing

strengths.
— w
0, =W=—"—
W W,

.. (1.3)
Layer 4: Each node output in this layer is the normalizatlie of each fuzzy rule. The nodes in this layer

are adaptive .Heré/\( is the output of layer 3, anda{b;,c} are the parameter set. Parameters of this

layer are referred to as consequence or outputbrjedess.
O, =W f =W(gax, +hx, +c) i = L 2
..(1.4)
Layer 5: The node output in this layer is the overall aitpf the system, which is the summation of all

coming signals.

Y=Y Wf =
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In this way the input vector was fed through théwoek layer by layer. The two major phases for
implementing the ANFIS for applications are theusture identification phase and the parameter
identification phase. The structure identificatipihhase involves finding a suitable number of fuzales
and fuzzy sets and a proper partition feature sp@be parameter identification phase involves the
adjustment of the premise and consequence paranudtiére system.

Optimizing the values of the adaptive parametersf igital importance for the performance of
the adaptive system. Jang et al. (1997) develogeded learning algorithm for ANFIS to approximate
the precise value of the model parameters. Theidhyddgorithm, which is a combination of gradient
descent and the least-squares method, consist®dlternating phases: (1) in the backward passettor
signals recursively propagated backwards and thmige parameters are updated by gradient descent
, and (2) least squares method finds a properfsgirsequent parameters (Jaial, 1997). In premise
parameters set for a given fixed values, the olverdput can be expressed as a linear combinafidheo
consequent parameters.

AX=B ...(18
Where Xis an unknown vector whose elements are the coaaegarameters. A least squares estimator of X,

namely X', is chosen to minimize the squared erforx — £||2. Sequential formulas are employed to

compute the least squares estimatoiXofor given fixed values of premise parameters, thiemated
consequent parameters are known to be globallynabti

Material and methods

The daily rainfall and runoff data of monsoon pdridune to September) for the period 1993-1999 were
used to describe daily time series and developmwiemodels. Daily rainfall and runoff data for theay of
1993 to 1999 were used for the training (calibratiof the developed model whereas daily data ferytar

of 2000 to 2002 were used for verification (testiofthe models.

Different combinations of rainfall and runoff wecensidered as the inputs to the model, and
runoff of the current day was considered as theuutinput space partitioning for model structure
identification was done by grid partition. Hybrieblrning algorithm was used to train the modelsdaoff
prediction. The optimal learning parameters wertertieined by trial and error (Kinet al, 2002) for
gaussian membership function. In order to choostemodel among developed models root mean square
error and correlation coefficient was computed @agt al, 2005). Different combinations of the runoff
and rainfall were used to construct the appropiigiat structure in the runoff forecasting model.

Result and Discussions
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The study revealed that the highest value of catitai coefficient and least value of root mean seearor
were obtained for model with one input as currexyt chinfall and output as current day runoff. Theere
vague results for increasing number of inputs (Prevday’s rainfall as well as previous day’s ridhot
implies that runoff mainly depends upon rainfallafrrent day. It is due to small area of watershed
varying slope condition. Among triangular, bellpled, trapezoidal and gaussian membership function,
the gaussian membership function was found mogatsei for this study. By increasing membership
function number, best fit model was found for 9Lgmmembership functions. Input space partitiofdng
model structure identification was done by grid tipan because of only one input. Quantitative
performance indices such as root mean square anrcorrelation coefficient for model are 0.964 and
1.087. In case of testing period root mean squama end correlation coefficient are 0.867 and 0.39
respectively.
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Fig 3. Observed and estimhatmoff during training period

40



Civil and Environmental Research www.iiste.org
ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) pLLy
Vol 2, No.2, 2012 nstE

350 +

> o5

w o]

o o
1 1
L

Observed Runoff
[
=
S

0 50 100 150 200 250 300 350
Estimated Runoff

Fig 4. Observed and estadatnoff during testing period

Conclusions

The present study discusses the application arfdiness of adaptive neuro fuzzy inference systesetha
modelling approach for estimation of runoff. Theual observation based on the graphical comparison
between observed and predicted values and thetatixadi performance assessment of the model indicate
that ANFIS can be used effectively for hydrologichfall runoff modelling. The ANFIS model is flidste

and has options of incorporating the fuzzy natdrhe real-world system
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