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Abstract

This paper addresses the system which achievessagtoentation and cell characterization for préatict
of percentage of carcinoma (cancerous) cells ingthen image with high accuracy. The system has bee
designed and developed for analysis of medicalgbagfical images based on hybridization of syntactic
and statistical approaches, using Artificial Neuxstwork as a classifier tool (ANN) [2]. This syste
performs segmentation and classification as is danbuman vision system [1] [9] [10] [12], which
recognize objects; perceives depth; identifiesed#iit textures, curved surfaces, or a surfaceniatidin by
texture information and brightness.

In this paper, an attempt has been made to preseapproach for soft tissue characterization utijz
texture-primitive features and segmentation withifisial Neural Network (ANN) classifier tool. The
present approach directly combines second, thind, faurth steps into one algorithm. This is a semi-
supervised approach in which supervision is involealy at the level of defining structure of Artifal
Neural Network; afterwards, algorithm itself scahe whole image and performs the segmentation and
classification in unsupervised mode. Finally, aion was applied to selected pathological images fo
segmentation and classification. Results were reeagent with those with manual segmentation ane wer
clinically correlated [18] [21].

Keywords: Grey scale images, Histogram equalization, Gau#ienng, Haris corner detector, Threshold,
Seed point, Region growing segmentation, Tamurautex feature extraction, Artificial Neural
Network(ANN), Artificial Neuron, Synapses, Weightsictivation function, Learning function,
Classification matrix.

1. Introduction

In the modern age of computerized fully automateshd of living, the field of automated diagnostic
systems plays an important and vital role. AutomiatBagnostic system designs in Medical Image
processing are one such field where numerous sgsaeenproposed and still many more under conceptual
design due explosive growth of the technology todapm the past decades, we have witnessed an
explosive growth of Digital image processing foabmsis of the data that can be captured by digitalges

and artificial neural networks are used to aggeedhe analyzed data from these images to produce a
diagnosis prediction with high accuracy instantarspwhere digital images serve as tool for inpatad
[20] [21]. Hence in the process of surgery thederaated systems help the surgeon to identify tfextad
parts or tumors in case of cancerous growth o ¢elbe removed with high accuracy hence by inangas
the probability of survival of a patient. In thisoposal one of such an automated system for casatker
classification which helps as a tool assisting sargto differentiate cancerous cells from thosemabr
cells i.e. percentage of carcinoma cells, instadasly during the surgery. Here the pathologicages
serve as input data. The analysis of these patitalognages is directly based on four steps: 1)gena
filtering or enhancement, 2) segmentation, 3) featxtraction, and 4) analysis of extracted featirg
pattern recognition system or classifier [21]. 8imeural network ensembles are used as decisioarmak
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even though network takes more time to adapt behawince it is trained it classifies almost
instantaneously due to electrical signal commuitoadf nodes in the network.

2. System architecture

The ANN — C3 architecture is shown in figure 1cdmprises of five distinct components, as showwelo
Each component is described briefly in subsequettians.

Feature
Extraction

Images used Pre- Segmenta
processing tion

Neural
Classification matrix Network

Figure 1: ANN - C3 system architecture

2.1 Images used
This system is designed and verified to take gresles pathological images as input. Grey scale
pathological images help to identify affected ceflakes these images for analysis of cancerous frofwt
cells.

2.2 Pre-processing
Grey scale pathological imaging process may bédifty various noises. Perform an image pre pratgss
task to remove noise in a pathological image fifst.remove the noise the Histogram equalization or
Gaussian filter based median filtering is done[@}][8] [19].

2.3 Segmentation
Segmentation includes two phases. First phase déhlshreshold detection and the later one withilsir
region identification. For threshold detection wais methods like GUI selection, graphical method or
corner detectors can be used. GUI selection redaaesnation and graphical method fails when mudtipl
objects are present in an input data. Since thsgydemainly deals with multiple objects (cells)an input
image, Haris corner detectors are used to findstiwlel. In second phase, threshold points detecyed b
corners serve as seed point for segmentation. Reighborhood based region growing segmentation is
used increase the speed compare to eight neightmbidnad increase the accuracy compared to regidn spl
and merge i.e. trade off between accuracy and spgebdef discussion of Haris corner detector and 4
neighborhood region growing Segmentation is doreeation Il [11] [13].

2.4 Feature Extraction
Neural network classifiers are those differ fromditional classifiers like Bayesian and k — nearest
neighborhood classifiers in various aspects fropetpf input data to output representation. Sinae th
neural networks are used as classifiers in thiggdeshich takes only numerical data as input rathan
any kind of data as input by Bayesian and k — retareighbor classifiers, the input image data baset
converted to numerical form. This conversion is eldry extracting tamura texture features. A brief
discussion of tamura texture feature is done itigetV.

Tamura texture features:

The human vision system (HVS) permits scene ingtgpion ‘at a glance’ i.e. the human eye ‘sees’ not
scenes but sets of objects in various relatioreatd other, in spite of the fact that the ambiduntination
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is likely to vary from one object to another—andepthe various surfaces of each object—and in gfite
the fact that there will be secondary illuminatibbm one object to another. These variations in the
captured images are referred as tamura texturaréegteven the same texture features are obsegved b
surgeon to differentiate carcinoma cells and nawicama cells.

2.5 Neural Network
Supervised feed-forward back-propagation neuravoit ensemble used as a classifier tool. As disazliss
previously, neural network differs in various wdgem traditional classifiers like Bayesian and kearest
neighbor classifiers. One of the main differencesiniearity of data. Traditional classifiers likexgesian
and k — nearest neighbor requires linear data t& worrectly. But neural network works as well fasn-
linear data because it is simulated on the observalf biological neurons and network of neuronsd&V
range of input data for training makes neural nekwo work with higher accuracy, in other wordsnaadl
set of data or large set of similar data makesesysto be biased [22]. Thus neural network clagsifie
requires a large set of data for training and &sg time to train to reach the stable state. Buteothe
network is trained it works as fast as biologicaliral networks by propagating signals as fast extratal
signals.

3. Haris corner detector and 4-neighborhood regiomgrowing segmentation
3.1 Haris corner detector

A corner can be defined as the intersection of édges. A corner can also be defined as points fachw
there are two dominant and different edge direstiona local neighborhood of the point. An intengsint
is a point in an image which has a well-defineditps and can be robustly detected. This meansahat
interest point can be a corner but it can alsdfdreexample, an isolated point of local intensitgximum
or minimum, line endings, or a point on a curve kehte curvature is locally maximal.

In practice, most so-called corner detection medhaetect interest points in general, rather thaness in
particular. As a consequence, if only corners aréd detected it is necessary to do a local amsalyki
detected interest points to determine which ofdhresl corners are.

A simple approach to corner detection in imagessiag correlation, but this gets very computatitynal
expensive and suboptimal. Haris corner detectonessuch corner detector, which uses differenfithe
corner score with respect to direction directhgtéad of using shifted patches. This corner sten
referred to as autocorrelation.

The algorithm of haris corner detector as follows:

Without loss of generality, we will assume a graysc2-dimensional image is used. Let this image be
given byl. Consider taking an image patch over the augd &nd shifting it by X,y). The weighted sum of
squared differences (SSD) between these two patdbesteds, is given by:

S5(x.y) = ZZW'&L v) (I (u + x,v + y) — I(u,v))? @)
I(u +x,v +y) can be approximated by a Taylor expansion .ILahdl, be the partial derivatives of such
that

I@+Lv+ﬂﬁﬂmﬂ—hhﬂx+HMﬂf (a
This produces the approximation

SGy) % D wlww) (Il x + 1w v)y)’ “

This can be written in matrix form:

S&ﬂﬁ&ﬂﬂg) @)

WhereA is the structure tensor,

_ L L)Y L)
A_EZ“{H’L] L1, I}.:]_ [{:I:}.} 1,7
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This matrix (5) is a Harris matrix, and angle bretskdenote averaging (i.e. summation owgv)). If a
circular window is used, then the response wilidmgropic [16].

A corner (or in general an interest point) is cbhtgdzed by a large variation &in all directions of the
vector (x,y). By analyzing the eigenvaluesAfthis characterization can be expressed in tHeviolg
way: A should have two "large" eigenvalues for an inteqgsint. Based on the magnitudes of the
eigenvalues, the following inferences can be maded on this argument:

If A;=0 andA,~0 then this pixelX, y) has no features of interest.
If A;=0 and), has some large positive value, then an edge ifou
If A; andi, have large positive values, then a corner is found

Haris and Stephens noted that exact computatidheoéigenvalues is computationally expensive, sihce
requires the computation of a Square root, anceausisuggest the following functidvi,, wherek is a
tunable sensitivity parameter:

M= M, — kQu+hs)’=det(A) — k tracEA) (6)
Therefore, the algorithm does not have to actuaiypute the Eigen value decomposition of the matrix
and instead it is sufficient to evaluate the deteamt and trace of to find corners, or rather interest points
in general.

The value ofc has to be determined empirically, and in the ditiere values in the range 0.04 - 0.15 have
been reported as feasible.

The covariance matrix for the corner positioiis, i.e.

: ()
1 L)

(LML — AL LR L) AL7)
Compute x and y derivatives of image
I, =G, =1 8
I_-.- =G =1 (g) ®
Compute product of derivatives of each image
T =Ip =1 (10)
I.=1I,%1I, 11
3. Compute the sums of products of derivativesaahgixel

Sxz = Gpq = I (12)

.S'J.: = (zy x!l.: (13)

Sy = Gpy # Iy (14)
Define at each pixel (X, y) the matrix

Sx(x.¥) Sy(xy)
H I:_y;_I .':] = * ¥

Y Sy ) Sty (15)
Compute the response of the detector at each pixel
R=Det(H) — k(Trace(HY) (16)

Threshold on value R. Compute honmax suppression.
3.2 4-neighourhood region growing Segmentation

Segmentation is the process of identifying theaegif interest from the input image. Consideringrgout
image | being read and converted to the greyscasmeé .let's assume the seed point to be (x , yhdf
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seed point is provided by the GUI then a functietpts() will make sure the x and y axes values Heeen
fetched. To create a mask we’ll convert all theefsxn the image I’ to 0 and call the image J.

In order to discover the neighbors we will use fpixel connectivity [14]. Starting with the seedimahe
algorithm looks for the 4 pixels surrounding the&gbiin consideration. Every time a surrounding pise
considered, the region mean is calculated and elteakth that of the pixel in consideration and atite
the region. Similarly as the pixel is added to tbgion corresponding pixel in the image J is higfted to
1 which would result in the highest intensity herligminating the pixel. As the segmentation conts
the region into consideration is intensified in theage J resulting in the segmentation of the &ffbarea,
which later can be combined with the original imagel displayed to the user.

5. Tamura Textutre feature extraction

Tamura texture feature concepts proposed by Tamtiral in 1978. These tamura texture features
corresponding to human perception and these feaexamined by 6 different constituent features. Six
features are: [15]

Coarseness — Coarseness is the numerical valuetiegavhether texture is coarse or fine.
Contrast — Contrast defines whether texture cornisdggh or low.

Directionality — Directionality defines whether taxe pallets are oriented in single direction ot ne.
directional or non-directional.

Line-likeness — Line-likeness correspond to pateements i.e. whether texture formed by linesliine-
like or blob-like.

Regularity — Regularity defines the interval in athipatterns repeated. If patterns are repeateeginlar
interval then the texture is regular else it iglgaibe Irregular.

Roughness — Roughness defines the whether thesusfeough or smooth.

In these six features, Coarseness, Contrast arattivinality correspond to strong human perceptioth a
these features are calculated pixel-wise by crga®D histogram of these three features. Estimadibn
these three features are described in subsequiarse

Coarseness relates to distances of notable spatial variatmingrey levels, that is, implicitly, to the sizé o
the primitive elements (texels) forming the textufée proposed computational procedure accounts for
differences between the average signals for theovenapping windows of different size:

At each pixel ), compute six averages for the windows of sfze 2 k=0,1,...,5, around the pixel.

At each pixel, compute absolute differerggs,y) between the pairs of nonoverlapping average$eén t
horizontal and vertical directions.

At each pixel, find the value & that maximises the differendg(x,y) in either direction and set the best
SizeSpes(X,y)=2"

Compute the coarseness featbgg by averagings,.s(x,y) over the entire image. Instead of the average of
Ses(Xy, an improved coarseness feature to deal with testhaving multiple coarseness properties is a
histogram characterising the whole distributionhaf best sizes over the image.

Contrast measures how grey levetg q = 0, 1, ...,.max Vary in the imagey and to what extent their
distribution is biased to black or white. The satander and normalised fourth-order central momeiits
the grey level histogram (empirical probability tdisution), that is, the variance?, and kurtosisg,, are
used to define the contrast:

comn =" 4. (17)

L

Where,
(18)

oy =

LIE
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o? = iz (g — m)?Pr (glg) (19)

py=Eimn(g —m)*Pr(q1g) (20)

andm is the mean grey level, i.e. the first order mothwdrihe grey level probability distribution. Thalue
n=0.25 is recommended as the best for discrimindtiegextures.

Degree ofdirectionality is measured using the frequency distribution aérded local edges against their
directional angles. The edge strengtky) and the directional angkgx,y) are computed using the Sobel
edge detector approximating the pixel-wisendy-derivatives of the image:

e(x,y)=0.5(x(x,y)|+ Ry(x,y)]) (21

a(xy)=tan™(Ax(x.y)/ Ay(x.y)) (2

where4,(x,y) and4y(x,y) are the horizontal and vertical grey level diéieces between the neighbouring
pixels, respectively. The differences are measusény the following 3 x 3 moving window operators:

-1 0 1 1 1 1
-1 0 1 0 0 0
-1 0 1 -1 -1 -1

A histogramHg;(a) of quantised direction valuesis constructed by counting numbers of the edgelpix
with the corresponding directional angles and ttigeestrength greater than a predefined threshdld. T
histogram is relatively uniform for images withostrong orientation and exhibits peaks for highly
directional images. The degree of directionalitates to the sharpness of the peaks:
Npeaks
2 (23)
Fair =1 — "Npegis Z (a— ﬂ'p} Hyir ()

p=1 aQEwp

wheren, is the number of peaka, is the position of thpth peakw, is the range of the angles attributed to
the pth peak (that is, the range between valleys ardhegeak)y denotes a normalising factor related to
quantising levels of the anglasanda is the quantised directional angle (cyclicallyniodulo 186). Three
other features are highly correlated with the ahtbvee features and do not add much to the efferotiss

of the texture description.

The linelikeness featureF;, is defined as an average coincidence of the eitgetions (more precisely,
coded directional angles) that co-occurred in thiespof pixels separated by a distancalong the edge
direction in every pixel. The edge strength is expé to be greater than a given threshold elinmigati
trivial "weak" edges. The coincidence is measungdhle cosine of difference between the angleshab t
the co-occurrences in the same direction are medday +1 and those in the perpendicular directlpns

1. Theregularity feature is defined a8e=1+ (SustScortSair + Sin) Wherer is a normalising factor and each
s. means the standard deviation of the corresporfdiatyireF in each subimage the texture is partitioned
into. The roughness feature is given by simply summing the coarsenasd contrast measures:
Fgn=FcrstFeon . These features capture the high-level percepatiidbutes of a texture well and are useful
for image browsing. However, they are not veryd@fiee for finer texture discrimination.

6. Artificial Neural Network

A neural network is a massively paralld distributed processor that has a natural propensity for storing
experiential knowledge and making it available for use. It resembles the brain in two respects|[3] [4] [7]:

1. Knowledgeis acquired by the network through a learning process.
2. Interneuron connection strengths known as synaptic weights are used to store the knowl edge.

+»Benefits of neural network
«*Nonlinearity.
«* Input-output mapping.
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< Adaptivity.

«+Contextual information.

«+Fault tolerance.

VLS implementability.

«»Uniformity of analysis and design.

+*Neurobiological analogy.

+*Model of a neuron
A neuron is an information-processing unit that is fundaraétw the operation of a neural network. We
may identify three basic elements of the neuronehdd7] [18]

Wi = by (bias)
Fixed input x; = +1

-

Activation
function

Output

N
k

Inputs <

Summing
junction

Synaptic
weights
(including bias)

Figure 2:Non-linear model of a neuron.

A set ofsynapses, each of which is characterized bweght or strength of its own. Specifically, a signa|
at the input of synapgeconnected to neurckis multiplied by the synaptic weightkj. It is important to
make a note of the manner in which the subscriptiseosynaptic weighivkj are written. The first subscript
refers to the neuron in question and the seconsicsiph refers to the input end of the synapse thvthe
weight refers. The weightkj is positive if the associated synapse is excitatibig negative if the synapse
is inhibitory.

An adder for summing the input signals, weighted by the eesipe synapses of the neuron.

An activation function for limiting the amplitude of the output of a nenrd he activation function is also
referred to in the literature assquashing function in that it squashes (limits) the permissible anplé
range of the output signal to some finite value.

Typically, the normalized amplitude range of thepai of a neuron is written as the closed unitrivaé|[O,
1] or alternatively [-1, 1].

The model of a neuron also includes an externalpliad bias (threshold)k0 = bk that has the effect of
lowering or increasing the net input of the aciimatfunction.

Since after feature tamura feature extraction dmtm the form of numerical values, Artificial Near
Network classifier suits well for classificationlsé non — linearity of the data makes other tradi
classifiers like Bayesian and kth — nearest neigllassifier inefficient compared to ANN classifidihus
in this system ANN classifier is used as classiftratool.

13
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7. Experimental results

: igure 3: Intermediate result
Figure 3 shows the intermediate result after codeection. First image in figure 3 is the inputipe, 2
image displayed is histogram equalized image. Fthim histogram equalized image threshold points
detected and marked with red + marks as shownirth ithage of figure3.

From each seed point region is extracted and fretmaeted region tamura features are calculatedh Eac
feature vector consists of 4 features and n nurobesuch feature vectors can be obtained from single
image which helps to prevent the system to be diase

Extracted feature vectors are sent to neural n&twidre performance measurement with variable number
of hidden layer neurons with single layered feeavérd back- propagation network is tabulated inethb

Index | Number off Percentage of correct
neurons classification

1. 20 96.4286%

2. 21 85.7143%

3. 22 92.8571%

4, 23 92.8571%

5. 24 96.4286%

Table 1- variable number of hidden layer neurons

The performance measurement with variable numbéidafen layers with fixed number of neurons of 20
neurons in each layer, feed forward back- propagatetwork is tabulated in following table:

Index | Number ofl Percentage of  correct
hidden layers classification
1 96.4286%
2 89.2857%
3 85.7143%

Table 2- variable number of hidden layers

8. Conclusion

Even though there is no successful generalizedaheetwork configuration, for a particular applicat
a neural network with acceptable level of accureany be designed by selecting suitable number afemd
layers, number of neurons per hidden layer andstearand learning functions. The performance also
depends on the training function parameters liketivér it is a batch training or one input at a tiiso
we have witnessed the advantages of neural netwladsifiers over other traditional classifiers like
Bayesian and k — nearest neighbor classifiers.

This design can be extended to estimate the nuwibearcinoma cells per unit area. This estimation

14
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helps in automated diagnosis systems like bloodipum case of blood cancer. Also this can extehtb
take color image as input with more feature adddéature vector to increase the accuracy of tieubu
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Figure 1: ANN - C3 system architecture
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