Computer Engineering and Intelligent Systems www.iiste.org
ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) pLLy
Vol 3, No.1, 2012 ST

Bicriteria in n x 2 Flow Shop Scheduling Problem uder
Specified Rental Policy, Processing Time, Setup TernEach
Associated with Probabilities Including Job Block Citeria

and Weightage of Jobs
Sameer Sharma Deepak Gupta, Seema Sharma, Shefali Aggarwal

Department of Mathematics, Maharishi Markandeshwaversity, Mullana, Ambala, India
* E-mail of the corresponding auth@amsharma31@yahoo.com

Abstract

This paper is an attempt to obtain an optimal smhutor minimizing the bicriteria taken as minimiza of

the total rental cost of the machines subject tmiakthe minimum makespan for n-jobs, 2-machine/flo
shop scheduling problem in which the processingsimnd independent set up times are associated with
probabilities including job block criteria. Furthpbs are attached with weights to indicate thelative
importance. The proposed method is very simpleeasy to understand and also provide an importait to
for the decision makers. A computer programme ¥edd by a numerical illustration is given to justtfye
algorithm.

Keywords: Flowshop Scheduling, Heuristic, Processing Timey®&ime, Job Block, Weighs of jobs

1. Introduction

Scheduling is one of the optimization problems fibim real industrial content for which several histic
procedures have been successfully applied. Scimgdidia form of decision making that plays a crucia
role in manufacturing and service industries. kldavith allocation of resources to tasks over gitime
periods and its goal is to optimize one or moreediyes. The majority of scheduling research assume
setup as negligible or part of processing time. [&/tiiis assumption adversely affects solution dydir
many applications which require explicit treatmenft set up. Such applications, coupled with the
emergence of product concept like time based cdtigget and group technology, have motivated
increasing interest to include setup consideratiorscheduling theory. A flow shop scheduling peshs

has been one of the classical problems in producaheduling since Johnson (1954) proposed the well
known Johnson’s rule in the two stage flow shop esaln scheduling problem. Smith (1967) considered
minimization of mean flow time and maximum tardise¥oshida & Hitomi (1979) further considered the
problem with setup times. The work was developad &&upta (1983), Chandasekharan (1992), Bagga &
Bhambani (1997) and Gupta Deepak et al. (2011)omgidering various parameters. Maggu & Das (1977)
established an equivalent job-block theorem. Tlea idf job block has practical significance to czeat
balance between a cost of providing priority inveas to the customer and cost of giving servicehwion
priority. In the sense of providing relative impante in the process Chandermouli (2005) associated
weight with the jobs. The algorithm which minimizese criterion does not take into consideration the
effect of other criteria. Thus, to reduce the scitiad cost significantly, the criteria like that ofakespan
and total flow time can be combined which leadsgbmization of bicriteria.

Gupta & Sharma (2011) studied bicriteria in n xl@wf shop scheduling under specified rental policy,
processing time and setup time associated withahitities including job block. This paper is aneatipt to
extend the study made by Gupta & Sharma (2011ptsgducing the Weightage in jobs, Thus making the
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problem wider and more practical in process / petidn industry. We have obtained an algorithm which
gives minimum possible rental cost while minimizitatal elapsed time simultaneously.

2. Practical Situation

Many applied and experimental situations exist ur day-to-day working in factories and industrial
production concerns etc. The practical situatioly etaken in a paper mill, sugar factory and efinery

etc. where various qualities of paper, sugar ahdreiproduced with relative importance i.e. weighbbs,
hence Weightage of jobs is significant. Variouscpical situations occur in real life when one has the
assignments but does not have one’s own machidees not have enough money or does not want to take
risk of investing huge amount of money to purchasehine. Under such circumstances, the machine has
to be taken on rent in order to complete the assénts. In his starting career, we find a medical
practitioner does not buy expensive machines segyXnachine, the Ultra Sound Machine, Rotatingl&rip
Head Single Positron Emission Computed Tomograpbgner, Patient Monitoring Equipment, and
Laboratory Equipment etc., but instead takes on. iRantal of medical equipment is an affordable and
quick solution for hospitals, nursing homes, phigsis, which are presently constrained by the abdiiia

of limited funds due to the recent global economitession. Renting enables saving working capgjtegs
option for having the equipment, and allows upgtiadato new technology. Further the priority of goe

over the other may be significant due to the redatinportance of the jobs. It may be because anoyg or
demand of that particular job. Hence, the job blogteria become important.

3.Notations
S :Sequence of jobs 1,2,3,....,n
S : Sequence obtained by applying Johnson’s proce#lurd, 2 , 3, -------
M; :Machinej,j=1,2
M : Minimum makespan
a; :Processing time ofijob on machine M
p; . Probability associated to the processing tige a
s; : Setup time of' job on machine M
g; - Probability associated to the set up time s
A : Expected processing time 8fjob on machine M
Sj : Expected set up time df job on machine M
i : Expected flow time of'ljob on machine M
w; :weight of I" job
A"; :Weighted flow time off job on machine M
B : Equivalent job for job — block
L(S) : The latest time when machiiv is taken on rent for sequenge

tj(SJ): Completion time of" job of sequence S on machinev
ti'j :Completion time of" job of sequenc&, on machinéV; when machiné; start processing jobs
at timeL;(S)

;(S): Idle time of machindy; for jobi in the sequencs
U;(S) :Utilization time for which machin®/; is required, wheiV; starts processing jobs at tiregS,)
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R(Q) : Total rental cost for the sequergeof all machine
G : Rental cost of"machine

3.1 Definition
Completion time of'fjob on machine \Mis denoted by;tand is defined as :
tj = max (fa;+ Siu % Qe » b0) + 8 xpy for j=22.
=max (fr+ S b)) + A
where A ;= Expected processing time 8fjob on [* machine
;= Expected setup time df job on " machine.

3.2 Definition

Completion time of ! job on machine IMstarts processing jobs at time ik denoted byt 'ij and is
defined as

i i-1 i i

U =L+ A+ S =2 kit Ay +Zl§,j

k=1 k=1 k=1 k=1

Alsot; ; =maxt; ;1 4y +S_g )+ A -

4. Rental Policy

The machines will be taken on rent as and when dneyequired and are returned as and when theyoare
longer required. .i.e. the first machine will bé&ea on rent in the starting of the processing ties j 2°
machine will be taken on rent at time whéhjdb is completed on*Imachine.

5. Problem Formulation

Let somejob (i =1,2,........ ,n) are to be processed on two machifi€g = 1,2) under the specified rental
policy P. Leta; be the processing time tfjob onj™ machine with probabilitiep; ands; be the setup time
of i" job onj" machine with probabilitiesy;. Let w be the weight of"l job. Let A; be the expected
processing time anfl; be the expected setup timeiBfob onj" machine. Our aim is to find the sequence
{3<} of the jobs which minimize the rental cost of thaamines while minimizing total elapsed time.

The mathematical model of the problem in matrixifaran be stated as:

Jobs Machine M Machine M Weight
of job
| Q1 | P [S1 |O1 |G |P2 | S2 | G2 Wi

&1 | P11 | S | Qu | @2 | P2 | S12 | Qu2 Wy
@1 | P21 | o1 | O1 | @2 | P22 | S22 | O W>
P31 | Ss1 | Os1 | @82 | P32 | Ss2 | Os2 W3
Q1 | Par | Ssr | Qar | @a2 | Pa2 | Sa2 | Qa2 Wy
&1 | Ps1 | Ss1 | Q51 | @52 | Ps2 | Ss2 | Os2 Ws

g M W N| -
&
=
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Table 1
Mathematically, the problem is stated as
Minimize U, (S,) and
n
Minimize R(§)=> Ax G+ Y( §)x &
i=1

Subject to constraint: Rental Policy (P)
Our objective is to minimize rental cost of maclsiiehile minimizing total elapsed time.

6. Theorem

n
The processing of jobs onMt time L, = Z Ii’2 keeps t,unaltered:
i=1

Proof. Let ti"z be the completion time of"ijob on machine Mwhen M starts processing of jobs at L
We shall prove the theorem with the help of math@akinduction.

Let P(n) : t'

n,2 = tn,2
Basic stepfForn =1, j=2;

1 1-1 1 1 r1
t|1,2= L2+Z Ak,2+z Sﬂ<,2zz Ik,2+z A<,2+Z S<,2
k=1 k=1 k=1

k=1 k=1

1
:Zlk,2+A1,2 =l tAL=A A, =,

k=1
O P(1)is true.

Induction StepLet P(m) be true, i.e.f, , =t ,

Now we shall show that P(m+1) is also true, i&,,,, =t ,

Since tyg 2 = MaXtme 11 tmat Smt A 12

= max(tmﬂll L2t Sm,z) +An1o (By Assumption)

= tm+1,2
ThereforeP(m+1)is true whenevelP(m)is true.

Hence by Principle of Mathematical Induction P@jriuie for all n i.e.t:,’z = tn,z for all n.
n n-1

Remark: If M, starts processing the job dt, =t . ,—> A ,— > § ,, then total time elapset, is not
i=1 i=1

altered andv, is engaged for minimum time. M, starts processing the jobs at tilgpethen it can be easily
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n n-1
shown thatt, , =L, +> A ,+ ¥ S,
=] i=1

7. Algorithm
Step 1:Calculate the expected processing times and expseteup times as follows

A=gxp and §=gxg ]
Step 2:Calculate the expected flow time for the two maekiMland M as follows

At=A-$2 and Az = A= $. i

Step 3:If min (A'l' Az): A'1, thenGi = Av+ w, Hi = Az and

If min (Alli A'z): Az, thenHi =A2+W G = Ay
Step 4:Find the weighted flow time for two machine iid M, as follows

A" =G/w and A",=H/w L

Step 5:Take equivalent job,B(k, m) and calculate the processing tim&"

and A",  onthe

B2 B2

guide lines of Maggu and Das [6] as follows
Ap=Ay+ A m~MIN(A , A
A'pp = Rt A p—min( Ay A
Step 6: Define a new reduced problem with the processimgs A", and A", as defined in step 3

and jobs (k,m) are replaced by single equivalebjovith processing timeA"ﬁl and A"ﬂ2 as defined
in step 4.

Step 7:Using Johnson’s technique [1] obtain all the segas8; having minimum elapsed time. Let these

be S_I.v SZy __________ .
Step 8 :Compute total elapsed timg(S.), k =1,2,3,----,by preparing in-out tables f&.
Step 9 :Computel,(S) for each sequenc® as follows

L= 195 A DL 8

Step 10 :Find utilization time of 2' machine for each sequereas Us(S) =1.(9) - L(S)-
Step 11 :Find minimum of {(U,(S)}; k=1,2,3,....
Let it for sequenc&,. ThenS, is the optimal sequence and minimum rental casthi® sequencs, is

R($)=1(9x G+ U( Px &

8. Programme

#include<iostream.h>

#include<stdio.h>

#include<conio.h>

#include<process.h>

int n,j;

float a1[16],b1[16],9[16],h[16],91[16],h1[16],912%]h12[16],5a1[16],sb1[16];
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float macha[16],machb[16],cost_a,cost_b,cost;
int f=1,
int group[16];//variables to store two job blocks
float minval,minv,maxv;
float gbeta=0.0,hbeta=0.0;
void main()
{
clrscr();
int a[16],b[16],sa[16],sb[16],j[16],w[16];
float p[16],9[16],u[16],v[16];float maxv;
cout<<"How many Jobs (<=15) : ";cin>>n;
if(n<1 || n>15)
{cout<<endI<<"Wrong input, No. of jobs should kes$ than 15..\n Exitting";
getch();exit(0);}
for(int i=1;i<=n;i++)
{ilil=5;
cout<<"\nEnter the processing time and its proiigbSetup time and its probability of "<<i<<" job
for machine A: ",
cin>>a[i]>>p[i]>>sali]>>ul[i];

cout<<"\nEnter the processing time and its proiigbBetup time and its probability of "<<i<<" job
for machine B : ";

cin>>b[i]>>q[i]>>sbli]>>V[i];
cout<<"\nEnter the weightage of "<<i<<"job:";cinwfi];
/ICalculate the expected processing times ofdhs for the machines:
al[i] = a[i*p[il;b1[i] = b[i]*q[i];
/ICalculate the expected setup times of the jobshie machines:
salli] = sa[il*u[i];sb1[i] = sb[i]*V[i];}
cout<<"\nEnter the rental cost of Machine A:";chtast_a;
cout<<"\nEnter the rental cost of Machine B:";chtost_b;
cout<<endl<<"Expected processing time of machirand B: \n";
for(i=1;i<=n;i++)
{cout<<j[i]<<"\t"<<al[i]<<"\t"<<bl[i]<<"\t";cout<<sal[i]<<"\t"<<sb1[i]<<"\t"<<wi][i];
cout<<end|;}
/ICalculate the final expected processing timatiachines
cout<<endl<<"Final expected processing time of niaé\ and B:\n";
for(i=1;i<=n;i++)
{g1[il=al[i]-sb1[i];h1[i]=b1[i]-sal[il;}
for(i=1;i<=n;i++)
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{if(g1[i]<h1i])
{g12[i]=ga[i]+wl[i];h12[i]=h1[i];}
else

{h12[i]=h1[il+w[i];912[i]=g1[i];}}
for(i=1;i<=n;i++)
{glil=g12[i)/w[i};h[i]=h12[i}/w[i];}
for(i=1;i<=n;i++)
{cout<<"\n\n"<<j[i]l<<"\t"<<g[i]<<"\t"<<h[i]<<"\t"< <w([i];cout<<endI;}
cout<<"\nEnter the two job blocks(two numbers fraro "<<n<<"):";
cin>>group[0]>>group[1];
/Icalculate G_Beta and H_Beta
if(glgroup([1]]<h[group(0]])
{minv=g[group[1]]}
else
{minv=h[group[O]];}
gbeta=g[group[0]]+g[group[1]]-minv;hbeta=h[groupfeh[group[1]]-minv;
cout<<endl<<endl<<"G_Beta="<<gbeta;cout<<endl<<Bdta="<<hbeta;
int j1[16];float g11[16],h11[16];
for(i=1;i<=n;i++)
{if([i1==group[O]|ljlil==group[1])
{f--}
else
{1[f=i0]; H++5}
j1[n-1]=17;
for(i=1;i<=n-2;i++)
{911[il=glj1[il;h11[i]=h{1[i]]};}
gll[n-1]=gbeta;h1l[n-1]=hbeta;
cout<<endl<<endl<<"displaying original schedulitagple"<<endl;
for(i=1;i<=n-1;i++)
{cout<<jl[i]<<"\t"<<gll[i]<<"\t"<<hll[i]<<endI;}
float mingh[16];char ch[16];
for(i=1;i<=n-1;i++)
{if(g11[i]<h1a[i])
{mingh[i]=g11[i];ch[i]='g";}
else
{mingh[i]=h11[i];ch[i]="h";}}
for(i=1;i<=n-1;i++)

{
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for(int j=1;j<=n-1;j++)
if(mingh[i]l<mingh[j])
{float temp=mingh[i]; int temp1=j1][i]; char d=ch]
mingh(i]=mingh(i]; j1[i]=j1[i]; chi]=ch(i];
mingh[j]=temp; j1[j]=temp1; ch[j]=d;} }
/I calculate beta scheduling
float sbeta[16];int t=1,s=0;
for(i=1;i<=n-1;i++)
{if(ch[i]=="h")
{ sbeta[(n-s-1)]=]1[i]; s++:}
else if(ch[i]=='g")
{sbeta[t]=j1][i];t++;}}
int arrl[16], m=1;
cout<<endl<<endl<<"Job Scheduling:"<<"\t";
for(i=1;i<=n-1;i++)
{if(sbetali]==17)
{ arrl[m]=group[0]; arrl[m+1]=group[1];

cout<<group[0]<<" " <<group[1l]<<" ";m=m+2;conting}e

else
{cout<<sbeta[i]<<" ";arrl[m]=sbeta[i];m++;}}

/[calculating total computation sequence
float time=0.0,machal[15],machbl1[15];macha[l]=tiag[arrl[1]];
for(i=2;i<=n;i++)
{machal[i]l=machali-1]+sal[arrl[i-1]];
macha[i]l=macha]i-1]+sal[arrl[i-1]]+al[arrl][i]];}
machb[1]=macha[1]+b1[arrl[1]];

/[displaying solution

cout<<"\n\n\n\n\n\t\t\t #HHH#FTHE SOLUTION#### "

cout<<"\n\n\tr** * ok

cout<<"\n\n\n\t Optimal Sequence is : ";

for(i=1;i<=n;i++)

cout<<" "<<arrll[i];

cout<<endl<<endl<<"In-Out Table is:"<<endl<<endl;
cout<<"Jobs"<<"\t"<<"Machine M1"<<"\t"<<"\t"<<"Macime M2"<<endl;

cout<<arrl[l]<<"\t"<<time<<"--"<<macha[1l]<<" \t"<4t"<<macha[1]<<"--"<<machb[1]<<"
\t"<<"\t"<<endl;

for(i=2;i<=n;i++)
{if((machbli-1]+sb1[arrl[i-1]])>macha]i])
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maxv=(machbl[i-1]+sb1[arri[i-1]]);
else
maxv=macha(i];machblil=maxv+bl[arrl][i]];
cout<<arrl[i]<<"\t"<<machal[i]<<"--"<<macha[i]<<"<<"\t"<<maxv<<"--"<<machbli]<<end!;}
cout<<"\n\n\nTotal Elapsed Time (T) = "<<machb[mjyt<<endl<<endl<<"Machine A:";
for(i=1;i<=n;i++)
{cout<<endl<<"Job "<<i<<" Computation Time"<<madhacout<<endl<<endl<<"Machine B:";
for(i=1;i<=n;i++)
{cout<<endI<<"Job "<<i<<" Computation Time"<<madhih}
float L2,L_2,min,u2;float sum1=0.0,sum2=0.0;
for(i=1;i<=n;i++)
{suml=suml+al[i];sum2=sum2+b1[i];}cout<<"\nsuml=suml;L2=machb[n];
float sum_2,sum_3;arr1[0]=0,sb1[0]=0;
for(i=1;i<=n;i++)
{sum_2=0.0,sum_3=0.0;
for(int j=1;j<=i;j++)
{sum_3=sum_3+sbhl[arrl[j-1]];}
for(int k=1;k<=i;k++)
{sum_2=sum_2+b1[arrl[K]];}}
cout<<"\nsum_2="<<sum_2;cout<<"\nsum_3="<<sum_2Z#L2-sum_2-sum_3;
cout<<"\nLatest time for which B is taken on Reért<"\t"<<L_2;u2=machb[n]-L_2;
cout<<"\n\nUtilization Time of Machine M2="<<u2;
cost=(macha[n]*cost_a)+(u2*cost_b);
cout<<"\n\nThe Minimum Possible Rental Cost is=zast;

cout<<"\n\n\t*** * ko *kk *
getch();
}

9. Numerical lllustration

Consider 5 jobs, 2 machine flow shop problem witkights of jobs, processing time and setup time
associated with their respective probabilities agemg in the following table and jobs 2, 5 are to be
processed as a group job (2,5). The rental costmietime for machineM; andM, are 6 units and 7 units
respectively. Our objective is to obtain optimahedule to minimize the total production time / tota
elapsed time subject to minimization of the totadtal cost of the machines, under the rental pdlicy

Job Machine M Machine M Weight
of job
i 91 | Pn | S1| U1 |G| P2 | S2| U2 Wi

1 111 03| 4| 0.3 10 0.2 4 o051 2
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2 [12]01] 6] 04 13 ol d o] 3
3 |13/ 02 7| 01 16 ol d o3 4
4 | 15| 01 4] 0.3 03 § ol 6
5 | 14| 03] 7| o1 03 3 op 5
Table 2

Solution: As per step 1:Expected processing and setup times for machheand M, are as shown in
table 3.

As per step 2:The expected flow times for the machimdésandM, are as shown in table 4.
As per step 3 :The weighted flow time for two machines, ®hd M, are as shown in table 5.
As per step 4:Herep = (2,5)
A"r,gl = 02+0.72-0.72 = O.ZA"/;2 =1.03+1.22-0.72=1.5.
As per step 6 :Using Johnson’s method optimal sequence is
Sp-1-3-4 ie2-5-1-3-4
As per step 7:The In-Out table for the sequence S is as shovabile 6.
Total elapsed timgx(S;) = 20.2 units

As per Step 8:The latest time at which Machin, is taken on rent
-1
L(S)=12(S)-% A 9-3 S $=202-9.1-3.4=7.7 units
i=1 i=1

As per step 9:The utilization time of Machin®/, is
U,(S)=1,(S)- L(S)=20.2-7.7=12.5 units

The Biobjective In — Out table is as shown in tahle
Total Minimum Rental Cost =R(S) = 1,,( 9x ¢+ Y( 9x ¢ =16.6 x 6 + 12.5 x7=187.1 units.

10. Conclusion

If the machine M is taken on rent when it is required and is rezdras soon as it completes the last job,

-1
the starting of processing of jobs at timg(S ) =, ,(S) - % A S)—nz S $on M, will, reduce the
i=1 i=1

idle time of all jobs on it. Therefore total rentaist of M will be minimum. Also rental cost of Mvill
always be minimum as idle time of,\ always zero. The study may further be extentiyngntroducing
the concept of transportation time, Breakdown laketc.
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Tables

Table 3: The expected processing and setup tinmeadohinesv; andM, are

Job | Machine M | Machine M, | Weight of job
i | An S1 App Sz W

3.3 1.2 2 0.4
1.2 1.2 1.3 0.6
2.6 0.7 1.6 1.8
15 1.2 2.4 0.5
4.2 0.7 1.8 0.6

g Ml W| N|
gl ol p| W N

Table 4: The expected flow times for the machideandM, are

Job Machine M | Machine My | Weight of job
[ A A Wi

1 2.9 0.8 2

2 0.6 0.1 3

3 0.8 0.9 4

4 1.0 1.2 6

5 3.6 1.1 5

Table 5: The weighted flow time for two machinesavid M, are

Job | Machine M | Machine M
[ A Az

1 1.45 1.4

2 0.2 1.03

3 1.2 0.225
4 1.16 0.2

5 0.72 1.22

Table 6: The In-Out table for the sequence S is

Jobs| Machine W Machine M

i In - Out In - Out
0-1.2 1.2-25
24-6.6 6.6 -8.4

7.3-10.6 10.6 - 12.6
11.8-144 14.4-16.0
15.1-16.6 17.8-20.2

Al WL ODN
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Table 7: The Biobjective In — Out table is

Jobs| Machine M | Machine M,
[ In - Out In - Out
2 0-1.2 7.7-9.0
5 2.4-6.6 9.6-11.4
1 7.3-10.6 12.0-14.
3 11.8-14.4 14.4 — 16.(
4 15.1-16.6 17.8-20.2
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