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Abstract

Genetic Algorithms are stochastic randomized procedures used to solve search and optimization problems.
Many multi-population and multi-objective Genetic Algorithms are introduced by researchers to achieve
improved performance. Gene Grouping Genetic Algorithm (GGGA) and Clustering Genetic Algorithm
(CGA) are of such kinds which are proved to perform better than Standard Genetic Algorithm (SGA). This
paper compares the performance of both these algorithms by varying the genetic parameters. The results
show that GGGA provides good solutions, even to large-sized problems in reasonable computation time
compared to CGA and SGA.

Keywords. Stochastic, randomized, multi-population, Gene @nmogi Genetic Algorithm, Clustering
Genetic Algorithm.

1. Introduction

Evolution is the process which enables individwalspecies in one generation to modify or improvéhe
next generation. The nature helps individuals tapado the changing environment through the prooéss
evolution. As species evolve over time, they becanmge complex and hold better characteristics. This
process helps more fit individuals to retain in thevironment and those which cannot retain the
environment die and run out of species. GenetioAtlgm is of such kind which follows the “Principtd
Natural Evolution and Genetics”.

The basic principles of Genetic Algorithms (GA) wedirst laid down rigorously by Holland [1975]. The
simulate those processes in natural populationshwéiie essential to evolution. The general outhihthe
Standard Genetic Algorithm (Goldberg [1989]) pracisgiven below in figure 1.Exactly which processe
are essential for evolution and which processes littie or no role to play is still a matter ofesearch,
but the foundations are clear.
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BEGIN /* genetic algorithm */
Generate initial population
Compute fitness of each individual
WHILE NOT finished DO
BEGIN /* produce new generation */

FOR population size / DO
BEGIN /* reproductive cycle */
Select two individuals fraid generation for mating (crossover)
/* biased in favorstbé fitter ones */
Recombine the two individutd give two offsprings
Compute fitness of the twisprings
Insert offsprings in new geation
END

IF population has converged THEN

Finished: = TRUE

END

END

Figure 1. Outline of Genetic Algorithm

To implement Genetic Algorithm for solving a proflethe parameters need to be encoded in a form
(chromosome) that the algorithm can manipulate énegate new solutions that inherit traits from the
parents used (Davis(Ed) [1991], Michalewicz [1992]here are many methods for encoding the
parameters in a GA like Binary Encoding, Real Eirgdand Permutation Encoding etc. Different
encoding techniques work better for different peois. The collection of ‘n’ chromosomes is called as
population. The initial population to be used fbe talgorithm is chosen randomly. The fitness value
objective function value is calculated for eachothosome in the population. Formulating fitness fiamc

is a crucial part in Genetic Algorithm process heenit is the one upon which individuals to be iedrr
over to the next generation is decided. After ¢hkeulation of fitness values, the parents to beduer
crossover are selected using appropriate selectemhanisms.

The chromosomes with high fitness values are salefttr crossover and those with low fithess valaes
discarded in the current generation itself and moll contribute any more in the GA process. Theltieg

new chromosomes (Offsprings) are then mutated hisdforms the next generation of chromosomes.
Fitness values of the new generation are calculatedi the remaining steps are continued until the
termination criterion is satisfied. The terminatianiterion can be either fixed number of generationthe
process is allowed to run until fithess values bfocnosomes in the population converges to a single
optimum value which may be taken as the solution.

Genetic Algorithms are used in variety of problamaimost all domains. Though GA is used for sajvin
optimization problems, it is not directly suitable solve constrained optimization problems. Many
researchers attempt to solve this problem by intcody new genetic operators that can eventuallyrowe
the performance of the genetic algorithm. It hasnbfound that it is usually beneficial to run methahat
are simpler, and execute them several times, r#therusing methods that are very complex but teée
run only once. Gene Grouping Genetic Algorithm (G&@nd Clustering Genetic Algorithm (CGA) are of
such kinds which were introduced in the idea ofvjatiog simple and efficient approaches for solviage
and complex optimization problems.
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2. Implementation

To analyze the performance of the algorithms, tiekbapsack problem (Martello [1990]) is chosene Th
problem can be stated as follows:

Given a set of n objects, each obje¢ts@ssociated with a weight, and profit pand a knapsack capacity
C. Let % be a variable, the value of which is either zerome, The variable xi has the value one when the
ith item is carried in the knapsack and zero otlegw

Given {w1, w2,.... w} and { p.,p>,..p.}, our objective is to

n
Maximize f(x1,x2,,..xn)=_ pjXj
=1
n
Subject to the constraint}, wjxj < C, xj=0or1,j=1,2...n
=1

It is called as 0/1 knapsack problem because oméyampy of the object is placed in the knapsacls &
typical example of NP complete problem whose timé space efficiency cannot be expressed in terms of
its input size. The difficulty here is that whennmoer of items is added, the computational poweuired

to solve this problem will grow exponentially.

2.1 Gene Grouping Genetic Algorithms

R. Sivaraj, T. Ravichandran [2011] proposed GGGAcWwidivides the entire chromosome length into ‘r’
groups and performs selection, crossover and routatidividually within all groups and then finally
combines the solution. Figure 2 shows the chromestmmmat and its grouping.

Chromosome 1

1 110 1 0 0 0 0 1

Group 1 Group 2 Group r

Chromosome 2

1 0 0 1 1 0 1 0 1

Group 1 Group 2 Group r

Chromosomen

0 1 0 1 1 1 0 0 0

Group 1 Group 2 Group r
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Figure 2. Chromosome format of Gene Grouping Gerdgorithm
2.2 Clustering Genetic Algorithm (CGA)

Rather than GGGA which splits the genes in eactorobsome into r groups, CGA (R. Sivaraj, T.
Ravichandran [2011]) divides the entire set of olweomes in the population into clusters. If thexera
chromosomes, it is divided into c clusters of siteeach which tends to have similar fithess valuéshis

is a new approach where K-means clustering algurith used to cluster the chromosomes rather than
Genetic Algorithm used to improve clustering (Ruak[2010]). The genetic parameters are applieithéo
chromosomes in each cluster and finally the resuttscombined. Figure 3 shows the chromosome format
of CGA and how ‘¢’ clusters are formed in the patiain.

Cluster 1

Cluster 2

Figure 3. Chromosome format of Clustering Genetgo#ithm
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The important feature of Genetic Algorithm is tlitaperforms better or worse depending on the geneti
parameters chosen. If they are not chosen propesyll lead to the undesired result. Hence to paine

the overall performance of both these approaches,genetic parameters are varied and the empirical
results are studied. The results are first stuftie@00 objects.

Binary Encoding where binary values 0 and 1 arewsd is used to represent the chromosomes. If the
binary value 1 is present ddene in the chromosome, it indicates tHatbject is chosen in the knapsack.
If it is 0, then it indicates thaf'iobject is not chosen in the knapsack. The mutasigrerformed at the rate

of 0.01%. The remaining parameters are variedifterdnt experiments.

2.3 Impact of varying the population size

The population size is a major factor contributitog the optimality of the solution obtained by the
algorithm. Higher the population size, higher ie titcuracy. But if the population size is too highwill
take a long time to converge.
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Figure 4. Impact of varying the population size

Hence,a moderate amount of chromosomes have toabgaimed in the population to achieve a tradeoff
between optimality and time efficiency. The algomils are run with various population sizes and ¢iselts
studied are shown in figure 4.

2.4 Impact of varying Selection Mechanisms

Selection method chosen for the problem also inspaich on the final solution as it is the primetdac
which selects and carries over the best chromosdméke next generations. The commonly used
selection mechanisms are Roulette Wheel selecfimurnament Selection, Rank Selection, Range
Selection etc. Recent results (Rudolph [1999],I&itet al [2000]) show clearly that elitism can sgaip
the performance of the GA significantly and alstiétps to prevent the loss of good solutions oheg t
have been found. Hence elitism of 10% is includedlli the selection mechanisms implemented here.
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2.4.1. Roulette Wheel Selection

Roulette Wheel selection is the process where theelwvith all the chromosomes are spun ‘n’ timed an
the probability which each one takes on the whestudied. The chromosomes with high probabilities
selected as parents for the next generatitre results obtained by implementing the Roulettbe@V
mechanism for the given inputs are given in figbire
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Figure 5. Impact of Roulette Wheel Selection

2.4.2. Tournament Selection

Tournament Selection is the process by which ‘nft@aments are being conducted for's’ random samples
and the winner of each tournament is carried tanthéa generation. There are many types of Tourmame
Selection mechanisms like Binary Tournament SedactiLarger Tournament Selection, Boltzmann
tournament selection and Correlative Tournameregcsien.
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Figure 6. Impact of Binary Tournament Setatt

Binary Tournament is one where two individuals @resen at random and the better of the two indaliglu
is selected with fixed probability p, 0.5 < p ~ The results obtained by implementing the Binary
Tournament selection mechanism are given in figure

2.5 Impact of Crossover types

Crossover operation is performed to combine twamtusomes and to obtain two new offsprings which
inherit characteristics from both parents. The sower types are One point crossover, Two pointstneey,
Uniform crossover etc. The probability of the numleé chromosomes to be crossed over (Pc) is
determined by the user depending upon the probleiohnalso have its impact in the final solution.

One point crossover is the type where one randant gochosen in the length of the chromosome aed t
chromosomes are interchanged. The head of firstnobbsome and the tail of second chromosome are
combined to form first offspring. Similarly, the dmt of second chromosome and the tail of first
chromosome are combined to form second offsprimgn point crossover is one where two random points
are chosen and the genes in the parents are iateyetl alternatively to form new parents.

Uniform crossover is the one where a random maskrisduced which contains random number of Os and
1s.If a bit in the mask is 1 then the gene forftret offspring is taken from the first parent aisdtaken
from the second parent otherwise. Uniform Cross@vetudied here and the crossover probabilitieseh
are 80 % and 90 %. The results obtained are givémei figure 7.
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Figure 7. Impact of Uniform crossover

2.6 Convergence Vel ocity

All the previous experiments were conducted foed>xumber of iterations (Termination Criteria) dahd
chromosome which has maximum occurrence in thé iixation is taken as the solution.

Now the algorithm is allowed to run until any onktbe chromosomes is repeated many times in the
population and the values are recorded. The spétdwiich the algorithm reaches the final optimal
solution is called as convergence velocity. GGGénsg to converge faster than CGA. Figure 8 shows the
comparison results.
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Figure 8. Convergencéob®ity of GGGA Vs CGA
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2.7 For varying number of objects

The experiments are repeated with best geneticatiperobtained from the above results and the tprofi

obtained are studied for different number of olgentthe knapsack problem. The parameters chogen fo
the experiments are

« Encoding : Binary encoding,

e Selection : Tournament Selection with 10 % etitis

e Crossover : Uniform Crossover at Crossover Pradityabif 90%
e Population size  : 60.

The number of objects or items included in the fabis chosen as 100 and 300 and the empiricaltsesu
obtained are shown in figure 9 and figure 10 retpely.
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Figure 9. Comparison of profits obtained by GGGAGASA for 100 objects

4a0000

. P
as0000 - /

_ " : I

-
470000 M " -
\- \ &(
T m—N | ] *
™ = _
460000 -] \ v e X
& =

AVl

440000 —

Profit

4z0000

Execution Mumber

18



Computer Engineering and Intelligent Systems www.iiste.org
ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) pLLy
Vol 3, No.1, 2012 ST

Figure 10. Comparison of profits obtained by GG&ACGA for 300 objects

3. Conclusions

From the above experiments and their results, casgaof both algorithms is done with different gén
operators. The results clearly show that Gene Gnguenetic Algorithm works better compared to
Clustering Genetic Algorithm which works better th&tandard Genetic Algorithm. As a future work,
mathematical modeling has to be included in bogor@hms to improve the performance. Implementation
of these methods for other types of problems cam lag thought of as a future work
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