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Abstract

The availability of huge amounts of data resulted in great need of data mining technique in order to generate
useful knowledge. In the present study we provide detailed information about data mining techniques with more
focus on classification techniques as one important supervised learning technique. We also discuss WEKA
software as a tool of choice to perform classification analysis for different kinds of available data. A detailed
methodology is provided to facilitate utilizing the software by a wide range of users. The main features of
WEKA are 49 data preprocessing tools, 76 classification/regression algorithms, 8 clustering algorithms, 3
algorithms for finding association rules, 15 attribute/subset evaluators plus 10 search algorithms for feature
selection. WEKA extracts useful information from data and enables a suitable algorithm for generating an
accurate predictive model from it to be identified. Moreover, medical bioinformatics analyses have been
performed to illustrate the usage of WEKA in the diagnosis of Leukemia.

Keywords: Data mining, WEKA, Bioinformatics, Knowledge discovery, Gene Expression.

1. INTRODUCTION

Computers have brought about significant improvements to technology that lead to the creation of huge volumes
of data. Moreover, the advancement of the healthcare database management systems creates a huge number of
medical databases. Creating knowledge and management of large amounts of heterogeneous data has become a
major field of research, namely data mining. Data mining, “a major way of creating knowledge”, is a useful way
of studying medicine, genetics, bioinformatics, education [1].

Data Mining is a process of identifying novel, potentially useful, valid and ultimately understandable patterns in
data [1]. Data mining techniques can be classified into both unsupervised and supervised learning techniques.
Unsupervised learning technique is not guided by variable and does not create a hypothesis before analysis.
Based on the results, a model will be built. A common unsupervised technique is clustering [2]. Supervised
learning technique requires the building of a model that is used in prior performing analysis. Supervised learning
techniques that are used in both medical and clinical research are Classification, Statistical regression and
Association rules [3].

In the present study, we will focus on the usage of classification techniques in the field of medical bioinformatics.
Classification is the most commonly applied data mining technique, and employs a set of pre-classified examples
to develop a model that can classify the population of records at large. The major goal of the classification
technique is to predict the target class accurately for each case in the data. There are several classification
mechanisms that are used in analyzing medical data. These include Decision trees, K-Nearest Neighbor (KNN),
Bayesian network, Neural networks, Fuzzy logic and Support vector machines.

2. COMPARISONS OF CLASSIFICATION TECHNIQUES
Table 1 summarizes the theoretical comparison among different classification techniques [4][5][35].
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Table 1. Theoretical comparison on classification techniques

Fundamentals Work of classifier Phase of work Pros Cons Applications

+ Decision trees are powerful, | » It recursively partitions a | 1. Treebuilding | « Construction does not |+ Oufput  attribute | In Decision
straight forward and easy data set of records using | 2. Tree Pruning require  any  domain must be categorical | making  systems,
classification algorithms. depth-first approach. until knowledge. o Limited to one | teaching research

Decision * Decision tree algorithms all the data items belong to a « It Can handle high output attribute area efc
Tree represented by rule if-then- particular class are dimensional data.
else conditions to classify identified e Implement in parallel or
the data items * It 15 a structure made of serial fashion.
root, internal and leaf nodes.

* Bayesian networks are a | e This classifier learns from | 1. Directed e Naive Bayesian classifier | » The assumptions | In computational
powerful probabilistic training data the conditional Acyelic simplifies the made in class | biology and
representation. probability of each attribute Graph (DAG) computations conditional bicinformatics

« Itis graphical model. A; given the class label C. 2. Conditional e Exhibit high accuracy and independence. medicine,

e« It is also called belief | » Classification is then done Probabilities speed when applied to [ * Lack of available | document

Bayesian networks by applying Bayes mule to parameteres large databases. probability data. classification,
Nerwork compute the probability of information
C given the particular refrieval. semantic
instances of A; .. A; and search. image
then predicting the class processing,  data
with  highest  posterior fusion, etc
probability

e K-Nearest Neighbor is one |« When given an unknown | No Phases s Analytically tractable. e Large storage | In pattern
of the best known distance sample, a k-nearest neighbor e Uses local information, requirements. recognition, Image
based algorithms. classifier  searches  the which can wield highly [ + Highly susceptible | databases, Internet

I‘}-‘"““‘“ » It is considered as statistical pattern space for the k adaptive behavior. to the curse of | marketing, Cluster
Neighbor learning algorithms. traming samples that are « Implement in parallel and dimensionaliry. analysis etc

¢ It is lazy learning closest to the unknown simple. +  Slow in classifying

Algorithm. sample. test fuples.

3. COMPARISONS OF DATA MINING TOOLS
There are several available types of software that employ classification techniques such as Rapid Miner[6][7],
KNIME [6][7], Tanagra [6][7], Orange [6][7] and WEKA [6][7]. Pharmine Company experts in data mining
have summarized a report on the comparison of data mining tools [6][7]. Table 2 depicts the Data Mining Tool

Comparison.
Table 2. Data mining tools Comparative Analysis
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Among these, the WEKA tool has achieved the highest performance improvements in
Importantly, WEKA can handle the problem of the multiclass data set, which is not the case in other data mining
tools. Moreover, Applicability (Run specific algorithm on a selected tool) is highest in WEKA. Furthermore,

WEKA is able to run 6 selected classifiers using all data sets.

4. WEKA DATA MINING SOFTWARE
In this manuscript we present WEKA software as useful tool in data mining techniques. Weka includes several
machine learning algorithms for data mining tasks. The algorithms can either be called from the users own Java
code or be applied directly to the ready dataset. Weka contains general purpose environment tools for data pre-
processing, regression, classification, association rules, clustering, feature selection and visualization.
Moreover, Weka software is suitable for several bioinformatics analyses. It has been used to probe selection of
gene expression arrays [8], automated protein data annotation [9][10], automatic cancer diagnosis [13], plant
genotype discrimination [14], classifying gene expression profiles [11] and computational model for frame-
shifting sites [15] and extracting rules from them [13].
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WEKA includes algorithms for learning different types of model, feature selection schemes and pre-processing
methods. Weka facilitates the comparison of different solution strategies based on the same evaluation method
and identifying the best strategy for solving the problem at hand.

The following is a detailed description for WEKA software.

4.1 INTERFACES TO WEKA
There are four interfaces to WEKA which can be started from the main GUI Chooser window, as shown in
Figure 1.

= Weka GUI Cho.... [2 )]

Waikato Environment for
Knowiedge Analysis

Version 3410
(c) 1999 - 2007

University of VWalkato
e Zealand

Simple CL1 | Explarer
Experimenter KnowledgeFiow
Fig 1 WEKA GUI chooser

All the learning techniques in Weka can be accessed from the simple command line (CLI), as part of shell scripts,
or from within other Java programs using the Weka API. WEKA commands directly execute using CLI.

Weka also contains an alternative graphical user interface, called “Knowledge Flow,” that can be used instead of
the Explorer. Knowledge Flow is a drag-and-drop interface, and supports incremental learning. It caters for a
more process oriented view of data mining. Individual learning components (represented by Java beans) can be
connected graphically to create a “flow” of information.

Finally, there is a third graphical user interface—the “Experimenter”—which is designed for experiments that
compare the performance of (multiple) learning schemes on (multiple) datasets. Experiments can be distributed
across multiple computers running remote experiment servers and conducting statistical tests between learning
schemes.

4.2 THE WEKA EXPLORER

Explorer is the main interface in Weka, as shown in figure 2. New users can use it in running simulations, data
visualization and preprocessing. Through the explorer users can load data in various formats ARFF, CSV, C4.5,
and Library.
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Fig 2 Weka Knowledge Explorer

WEKA Explorer has six (6) tabs, which can be used to perform tasks such as preprocess, classify, associate etc.

as shown in figure 3.

( Preproces
]

Select
Attribute

§

Fig 3 Tabs in WEKA Explorer

4.2.1 Preprocess: Preprocessing tools in WEKA are called “Filters”. The Preprocess retrieves data from a file,
SQL database or URL (For very large datasets sub sampling may be required since all the data were stored in
main memory). Data can be preprocessed using one of Weka’s preprocessing tools. The Preprocess tab shows a
histogram with statistics for the currently selected attribute. Histograms for all attributes can be viewed
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simultaneously in a separate window. Some of the filters behave differently, depending on whether a class
attribute has been set or not. A filter box is used for setting up the required filter. WEKA contains filters for
Discretization, normalization, resampling, attribute selection, attribute combination [16].

4.2.2 Classify: Classify tools can be used to perform further analysis on preprocessed data. If the data demands a
classification or regression problem, it can be processed using Classify tab. A classification model produced on
the full trained data. WEKA consists of all major learning techniques for classification and regression: Bayesian
classifiers, decision trees, rule sets, support vector machines, logistic and multi-layer perceptrons, linear
regression, and nearest-neighbor methods. It also contains “meta-learners” like bagging, stacking, boosting, and
schemes that perform automatic parameter tuning using cross-validation, cost-sensitive classification, etc.
Learning algorithms can be evaluated using cross-validation or a hold-out set, and Weka provides standard
numeric performance measures (e.g. accuracy, root mean squared error), as well as graphical means for
visualizing classifier performance (e.g. ROC curves and precision-recall curves). It is possible to visualize the
predictions of a classification or regression model, enabling the identification of outliers, and to load and save
models that have been generated [16].

4.2.3 Cluster: WEKA contains “clusters” for finding groups of instances in datasets. Cluster tools give access to
Weka’s clustering algorithms, such as k-means, a heuristic incremental hierarchical clustering scheme. Cluster
assignments can be visualized and compared to actual clusters, defined by one of the attributes in the data [16].
4.2.4 Associate: Associate tools have generating association rules algorithms. It can be used to identify
relationships between groups of attributes in the data [16].

4.2.5 Select attributes: More interesting in the context of bioinformatics is the fifth tab, which offers methods
for identifying subsets of attributes that are predictive of target attribute in the data. Weka contains several
methods for searching through the space of attribute subsets, evaluation measures for attributes and attribute
subsets. Search methods such as a best-first search, genetic algorithms, forward selection, and attributes ranking.
Different search methods and evaluation methods both may be combined, making the system very flexible [16].
4.2.6 Visualize: Visualization tools show a matrix of scatter plots. Practically visualization is very much useful
which helps to determine learning problem difficulties. WEKA visualizes single dimension (1D) for single
attributes and double dimension (2D) for pairs of attributes. It is to visualize the current relation in 2D plots. Any
matrix element can be selected and enlarged in a separate window, where one can zoom in on subsets of the data
and retrieve information about individual data points. A “Jitter” option to deal with nominal attributes for
exposing obscured data points is also provided [16].

5. WEKA FOR MEDICAL BIOINFORMATICS

Bioinformatics is a field of research that focuses on a large scale understanding and organization of the
information associated with biological molecules [17]. Generally, Bioinformatics research involves problems
that can be manifested as machine learning tasks. These include classification or regression, clustering and
feature selection [18].

The Weka data mining suite offers algorithms for these types of biological problems. The Weka data mining suite
has been long used in many bioinformatics applications such as protein data annotation in the SWISS-PROT
database, with satisfactory results in term of coverage and confidence [10][9]). Moreover, naive Bayes and
artificial neural networks, two learning algorithms, have been used in probe selection for gene-expression arrays
[8]. In addition, Weka data mining was also used in the discovery of significant rules for classifying cancer
diagnosis data [13]. Furthermore, Weka data mining has been employed in modeling frameshift mutation sites in
eukaryotes [15], use of metabolomics in plant genotype discrimination [14] and classifying gene groups
according to their expression profiles [11].

Furthermore, the available Weka framework offers a broad variety of useful tools for machine learning purposes.
For instance, the BioWeka project extends the Weka framework with additional bioinformatics functionalities,
including new input bioinformatics formats and alignments that facilitate its usage in combination with other
bioinformatics tools. These include, MAGE-ML [19] and CSV compatible formats for gene expression data,
FASTA [20], EMBL [21], Swiss-Prot [22], GenBank [23] for the storage of biological sequences in ASCII files,
InterProScan [24] for the annotation of sequence patterns.

In fact, with rapid progress in the fields of genomics, proteomics, Metabolomics, metabonomics, metabolite
profiling, gene expression, microbiomics and many others, the need for data analysis and mining techniques will
increase. Since data mining techniques provide the tools required to gain a better understanding and deeper
insight that allows biological problems to be solved [25][26][27].

DNA microarray technology and next-generation sequencing (NGS) technology are two different platforms for
gene expression measurement [28]. The Weka machine learning environment, two classical decision tree-
building techniques (J48 and SimpleCART) along with an advanced alternating decision tree (ADTree), were
used to build decision tree models to study the gene-ranking stability estimation of overlapping genes or classic
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gene set enrichment analysis. This method revealed very accurate descriptive models that capture the co-
enrichment of gene sets, which are differently enriched in the compared data sets [29]. In addition, the random
forest method in the WEKA platform use used in study short read data from small RNA-seq experiments,
another NGS technology. This provided a wide range of analysis features, including quality control, read
normalization, small non-coding RNAs (ncRNA) quantification and the prediction of putative ncRNA candidates
[30]. Moreover, decision trees were generated using the j48 implementation of the C4.5 decision tree algorithm
from the Weka machine learning workbench was used to analyze deep sequencing data (NSG) in order study
bacterial communities constitute bacterial vaginosis (BV) or the normal vaginal microbiota among this
population, and how the microbiota associated with BV responds to antibiotic treatment [31].

Molecular phylogeny is a fundamental approach to study species evolution and gene function. Many
phylogenetic analysis programs are available, but each program often requires a particular type of input sequence
format. A variety of sequence formats are available for phylogenetic analysis, such as FASTA and Phylip. The
data mining tool WEKA is used in converting format through Relational File Format (ARFF), a native format of
WEKA [32]. Moreover, the WEKA platform has also been used in inferring phylogenetic relationships among
biological species [33].

6. EXPERIMENTAL WORKS AND RESULT

An experimental comparison of classification techniques is carried out in WEKA. Here, we have used a
“leukemia_all_72x7129” database for all the three techniques, and it is easy to differentiate their parameters on
a single instance. This “leukemia_all_72x7129” database has 7130 attributes and 72 1nstances

Fig 4 WEKA 3.6.9 - Explorer window

Figure 4 shows the explorer window in the WEKA tool with the “leukemia_all_72x7129” dataset loaded; we
can also analyze the data in the form of a graph, as shown above in the visualization section with blue and red
code. In WEKA, all data is considered as instances attributes in the data. For easier analysis and evaluation,
simulation results are partitioned into several sub items. In the first part, correctly and incorrectly classified
instances will be partitioned in numeric and percentage value, and subsequently, Kappa statistics mean absolute
error and root mean squared error will be at a numeric value only.

This dataset is measured and analyzed with 10 folds cross validation under a specified classifier, as shown in
figure 5. Here, it computes all required parameters on given instances with the classifiers’ respective accuracy
and prediction rate. Based on Table 3 we can clearly see that the highest accuracy is 98.6111% for Bayesian and
the lowest is 81.9444% for Decision tree. The time taken to build a model for Bayesian is 0.17 seconds and for
Decision tree.J48 is 0.62 seconds. In fact, in this experimental comparison, we can say that Bayesian is the best
of the three, as it is more accurate and less time consuming.
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Table 3. Simulation Result of each Algorithm

Fig 5 Classifier Result
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7. GENE EXPRESSION DATA ANALYSIS
The leukemia_all database represents Affymetrix generated gene expression data for a diseased tissue sample
belonging to a Leukemia patient. The question that needed to be answered is whether the patient should be
diagnosed with acute lymphoblastic leukemia (ALL) or acute myeloid leukemia (AML) by using its gene
expression data. This database contained 72 instances and 7130 attributes. The database was analyzed using a
WEKA software utilizing Decision tree J4.8 classification algorithm and Bayesian Network, and a Naive Bayes
algorithm. The classifiers were directly applied without any feature (gene) selection.
The number of top ranked genes selected using feature selection techniques and then applied classifiers
technique on the data. The ReliefFAtributeEval is used in WEKA Explorer with a default parameter setting, as

shown in Figure 6.
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Table 4 and 5 shows the average Merit, Average Rank values and Genbank ID of genes associated with AML and
ALL diseases, respectively. Data analysis results using both J4.8 classification Naive Bayes algorithms was
identical. The average Merit of the genes associated with AML showed the highest values, indicating that the
patient should be diagnosed as an acute myeloid leukemia patient [34]. This result showed that WEKA software

can be used in disease diagnosis by linking it to different disease information databases.
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Table 5 The average Merit, Average Rank and Genbank ID of genes associated with

acute lymphoblastic leukemia (ALL).
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8. CONCLUSIONS

WEKA is a full data mining suite which includes various preprocessing modules and data mining techniques.
Classification is one of the most popular techniques in data mining. In this paper, we compared algorithms based
on their accuracy, learning time and error rate. We observed that there is a direct relationship between execution
time in building the tree model and the volume of data records, while there is also an indirect relationship
between execution time in building the model and the attribute size of the data sets. Through experiment, we
conclude that Bayesian algorithms have better classification accuracy over and above compared algorithms.
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Moreover, WEKA has proven to be a very useful tool for bioinformatics analysis, in this case in the diagnosis of
leukemia using a gene expression profile.
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