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Abstract

In e-commerce, fraud has become a major problem, and much effort is being invested into identifying and
preventing it. Currently, fraud detection and prevention systems are only able to detect and prevent a small
percentage of fraudulent transactions, resulting in billions of dollars in losses. Because online transactions are
likely to grow dramatically in the coming year, better fraud detection and prevention is critical. We provide a data-
driven strategy for estimating the likelihood of a fraudulent or legal transaction based on machine learning
techniques applied to large data sets. To predict the likelihood of a customer's next transaction being fraudulent,
the algorithm was trained using past e-commerce credit card transaction data. Random Forest, Support Vector
Machine, Gradient Boost, and combinations of these are used to compare the performance of supervised machine
learning approaches. The problem of class imbalance is considered before the model is trained on a classifier, and
methods such as oversampling and data pre-processing are employed.
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1.0 Introduction

Credit card fraud detection is a prominent problem in finance research, with considerable economic implications.
While traditional data analysis methods have been employed in the past, the similarities between this and other
difficulties, such as the development of recommendation systems and diagnostic/prognostic medical tools, suggest
that a complex network approach could give considerable benefits. It is feasible to find unauthorized instances in
areal card transaction data set. It's based on a recently developed network reconstruction method that enables the
creation of representations of a single instance's divergence from a reference group. As a result, credit card
companies must be able to detect fraudulent credit card transactions so that customers are not charged for items
they did not purchase. This is a list of fraudulent transaction statistics in China. When compared to 2017, the
number of prosecutions for funding fraud increased by about 8.17 percent in 2019. The number of financial fraud
prosecutions accepted by Chinese courts decreased between 2016 and 2020. The term "financial fraud" refers to
crimes committed with the use of credit cards, insurance, securities, or other financial instruments. As part of the
synthesis project in Big Data and Statistical Learning, we did the following study on one of today's most pressing
banking issues. As a result, every bank and financial services provider in China and abroad is working to protect
credit card operations to assure a more stable and trusted transaction system. Because fraud can be exceedingly
damaging to both clients and service providers, fraud detection is a critical topic to work on. Engineers interested
in finance may find that constructing fraud detection models is one of our daily project duties, resulting in the
subject's striking aforementioned desire. Assume you've been engaged to assist a credit card company in detecting
possible fraud cases so that customers aren't charged for items they didn't purchase. You're given a dataset
containing transactions between people, as well as information on whether or not they're fake, and you have to tell
them apart. This is the case we're going to deal with. Our ultimate goal is to solve this problem by creating
classification models that can classify and differentiate fraud transactions.

1.2 Motivation for the Paper

From bridges to satellites, all modern engineering products require some form of monitoring to ensure that they
function as intended. This monitoring could be required for safety reasons, or it could be used to improve operating
efficiency by reducing energy consumption or assisting with maintenance planning to optimize system usage.
Traditionally, someone with particular training has performed this monitoring. This permits them to examine the
system and make health assessments. This could be for a variety of reasons in a variety of situations. Even a
seasoned professional may not be able to fully comprehend the system. The average time between failures may be
so long that having a specialist on hand to keep track of it isn't cost-effective. There's a chance that no specialists
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are available. The system may be too new for the expert to have gained sufficient experience with it. The risk of a
diagnosing error cannot be accepted since the implications of failure are so severe. Complex monitoring and
diagnostic systems are required because the business environment may be too hostile for human examination

2.0 Review of Literatures

2.1 Review Other Models

Detecting fraudulent transactions can be done in a variety of ways. It's exceedingly tough to detect fraud, and it's
only possible after it's happened. Because fraudulent transactions are minor in comparison to total transactions,
this is the case. In their paper [8, the authors compared seven methods for detecting such transactions. ANN had
the best results across the board, with an accuracy of 99.71 percent, a detection rate of 99.68 percent, and a false
alarm rate of 0.12%. ANN is the most efficient, even though it takes the most time and processing power to train.
SVM has a maximum false alarm rate of 5.2% and a detection rate of 85.45%, which is not comparable to other
superior techniques. Fuzzy logic has the lowest detection rate, at 77.8 percent. With an accuracy of 97.93 percent,
a detection rate of 98.52 percent, and a false alarm rate of 2.19 percent, decision trees are weighted in favor of
complexity during training. Random forest is a categorical and numerical data decision tree regression and
classification tool [6]. The authors employed a random forest and an SVM classifier to detect fraudulent
transactions in the dataset. Pre-processing was done to avoid missing data and scale feature values. The authors
discovered that SVM did not perform well with imbalanced data when compared to random forest classifiers.
Another benefit of using the random forest technique was that, because it used a subset of data with different
decision trees, adding more data points did not affect the model. Because each tree has a very small chance of
influencing others, bias and overfitting are reduced. Random forest classification was used by Mohankumar and
Karuppasamy [15] to detect fraudulent credit card transactions. The PCA approach was used to mask the values in
the dataset. Feature values were adjusted to reduce volatility across characteristics. The SMOTE algorithm was
used to balance the data. In the balanced data, there are 175000 classes. A random forest classifier is used to
categorize data points into binary categories. According to the paper's findings, the precision-recall curve has an
analogous value of around 0.85. The random forest classifier has been one of the most widely used techniques in
e-commerce to detect credit card frost due to its flexibility and scalability for large datasets. The computational
resources required to train the random forest model are modest as compared to superior state-of-the-art techniques
like ANN. ANN is not commonly employed in real-time e-commerce applications due to computational and time
constraints. There is a significant problem with a class imbalance in the existing datasets that mislead research
[17]. In their research, the authors looked at data balance for efficient analysis, regression, and classification
challenges. The primary methodologies they looked into were random oversampling and undersampling, statistical
oversampling and undersampling, SMOTE, Feature Selection, Hybrid Sampling, Cost-effective Learning, and
Ensemble Learning. The SMOTE approach, as well as feature selection, were found to be commonly used in
research papers [9, 14, 16]. These two tactics produce the best results when it comes to balancing obstacles in data
analysis.

Razooqi et al. [19] advised using fuzzy logic to change weights to use a genetic algorithm with ANN, which led
to even better results and a lower FN rate. Although the amount of time spent training increased drastically, the
end result for ANN was far better. Maes et al. [12] created a Bayesian network for anticipating financial data labels.
Even with small datasets, the model provided good results and utilizing ANN to alter the network's parameters cut
training time in half. Shirgave et al. [20] introduced a supervised learning random forest to classify alerts as bogus
or authentic, paving the way for the implementation of a semi-supervised machine learning method to classify
alerts. According to Lakshmi and Kavila [10], a random forest classifier surpasses choice trees and logistic
regression in terms of accuracy, with 90.0, 94.3, and 95.5 for logistic regression, decision tree, and random forest
classifier, respectively. The random forest classifier outperforms logistic regression and decision trees in a
comparison of the three approaches. Furthermore, as Havarapu Bhanusri et al. [2] point out, we can't discern the
difference between fraudulent and lawful transactions using machine learning approaches for the current dataset,
necessitating additional research. The choice of algorithms for a credit card fraud detection system, according to
Sorournejad et al. [21], should minimize False Positive and False Negative rates while maximizing True Positive
and True Negative rates and assuring a respectable detection rate. Integrating Genetic Algorithms (GAs) with
ANNSs for credit card fraud detection can improve engine performance, according to Carsten [3].

2.3 Payments Fraud

In the United States and around the world, payment fraud is a critical and growing problem. In the United States,
fraud on non-cash payment systems totaled more than $8 billion in 2015, up 37% from 2012 [18]. Financial
institutions and payment operators are increasingly relying on machine learning algorithms to build efficient and
effective fraud detection systems [24]. I implement and analyze the performance of various machine learning
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models, such as logistic regression, random forests, and neural networks, using a big dataset from Kaggle. Around
300,000 credit card transactions were recorded across Europe over two days.

99.8% of transactions in the Kaggle dataset are regarded as genuine, whereas 0.2 percent are declared fraudulent.
As a result of class imbalance, standard models may struggle to distinguish between the dominant and minority
classes [3]. As part of this work, I analyze and assess various approaches to dealing with this problem, including
sampling techniques such as under-sampling the majority class and over-sampling the minority class. Due to
privacy concerns, it is impossible to construct meaningful correlations between most of the variables in the dataset.
As aresult, rather than inference, my research focuses on performance prediction.

Machine learning has a long history of being used to detect fraud in the payments industry. While banks and
payment companies regularly use fraud algorithms, Bhattacharyya et al. point out that there are few research on
the use of machine learning techniques for payment fraud detection [4], partially due to the sensitive nature of the
data. According to their findings, random forests, despite being underutilized, may outperform more known
approaches. The most critical aspect in a neural network's fraud classification ability, according to Roy et al. [5, is
network size. According to Chaudhary et al., no single method is optimum across all performance parameters;
each has its own set of strengths and limitations [6]. There is a lot of machine learning research on class imbalance.
Some of the tactics used to address this problem include oversampling the minority class, undersampling the
majority class, creating synthetic minority samples, and changing the relative cost of misclassifying the minority
and majority classes. According to Japkowicz and Stephen, the effects of class imbalance vary on the degree of
imbalance, sample size, and classifier used, with sampling procedures hurting the performance of particular
classifiers [7]. Oversampling can lead to overfitting, and synthetic data creation adds noise that can reduce
prediction performance, according to Cui et al. [8].

For a variety of reasons, detecting credit card theft is difficult. One of these is the likelihood of changing buying
patterns over time. Because the approaches to effectively learn on the training sample may not correlate to the
distribution of the testing set, the monitoring system may need adaptation as a result of this dataset shift or concept
drift. Concept drift and dataset shift have previously been discussed in the literature. Others attempted to adapt to
concept drift, while others attempted to define it. Abdallah & al. [9] define idea drift as a phenomenon in which
the underlying model (or concept) evolves: buying behavior may change over time, and fraudsters' techniques may
alter. Given the features of the testing set transactions, the decision function learned on the training set may become
out-of-date and no longer represent the conditional distribution of the target variable (y) (X). They propose two
approaches to dealing with this issue: the developing approach involves learners who keep up with the data stream,
and the regulated approach involves detecting concept drift and intervening to change the hybrid technique when
it occurs (usually retraining the learner).

2.3 Neural networks

Neural networks are based on the human brain, and their ability to learn has aided scientists and engineers in
solving a range of problems. For identifying credit card fraud, C. Wang et al. [8] proposed a whale method based
on neural networks. [10] Presented a cost-sensitive neural network-based approach for detecting credit card fraud.
[16] utilized the Support Vector Machine to detect credit card fraud. To divide data into many categories or
clusters, classification and clustering procedures are used. These techniques can be used to a wide range of
problems. [5] identified credit card fraud using a meta classifier on a big dataset. To detect credit card fraud, [13]
employed a system based on partitioning and clustering methods. [14] employed skewed data and a variety of
classification algorithms to detect credit card fraud. [17] proposed a credit card fraud detection algorithm based on
a classification algorithm.

Machine learning algorithms are artificial intelligence (AI) technologies that are used to solve problems involving
massive amounts of data in a range of industries. Several research employed machine learning [4][6][7][22][15]
and deep learning [23][15] techniques to detect credit card fraud. However, further research is needed, as is the
application of machine learning algorithms to detect fraud in credit card transactions. Here are a few examples of
how machine learning algorithms can be used.
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3.0 Model Development

3.1 Approaches: Explanatory Data Analysis

Logistic Regression is a supervised classification approach that is used to model the likelihood that Y belongs to
a specific category. The method of logistic regression is used to estimate discrete values from a set of independent
variables. It assists you in predicting the likelihood of an event occurring by fitting data to a valid function. Its
output value is between 0 and 1 because it forecasts probability.

Linear Discriminant Analysis (LDA) is a dimensional reduction technique for supervised classification problems.
It's used to represent group differences, such as separating two or more classes.

K Nearest Neighbors (KNN) is a simple classification technique that identifies the query's closest neighbors and
uses those neighbors to determine the query's class.

Support A discriminate classifier explicitly described by a separating hyperactive plane is known as a vector
classifier. In other words, the algorithm produces an ideal hyperplane that categorizes fresh samples given labeled
training data (supervised learning).

The Random Forest Classifier is a classification approach that employs the following five steps: (1) Choose "k"
features at random from a total of "m" features (where k m). (2) Using the optimal split point, calculate the node
"d" among the "k" characteristics. (3) Using the best split, split the node into daughter nodes. (4) Repeat steps 1—
3 until the "1" number of nodes is attained. (5) Build a forest by repeating steps 1 through 4 "n" times to create "n"
trees.

3.2 Fraud Detection Framework

The architecture of the proposed methodology is depicted in Figure 1. As the first step in the Normalize Inputs
block, the training dataset is normalized using the min-max scaling strategy in Equation (4) [31]. The scaling
ensures that all of the input values fall inside a particular range. In the GA Feature Selection block, the normalized
data from the Normalize Inputs block is used to implement the GA method. For each iteration of the GA Feature
Selection block, the GA offers a candidate attribute vector vn, which is utilized to train the models in the Training
block, which is represented by the Training data and Train the model's blocks.

Initial Credit Card Fraud
Dataset feature set

|

Compute fitness
using the RF

Desired Fitness
met ?

Optimal
feature
subset

A

No
Crossover

Figure 1 Flow chat of the detections System

3.3 Dataset

The credit card fraud transaction data set we're using comes from Online, and it contains 28315 transaction details,
0.5 fractions of them were found to be fake. The goal is to develop a classifier model that can be used to detect
anomalies. The data collection contains only numerical input after PCA transformation. The major parts are
features V1, V2, and V28, except for 'Time' and 'Amount,' which have not been adjusted using PCA.' 'Class,' the
response variable, has a value of 1 when there is a scam and 0 if there's not.

59



Computer Engineering and Intelligent Systems www.iiste.org
ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online)
Vol.13, No.2, 2022 Ils E

Wow MM W6 % M W
L5807 T TRLRSA6MEP L JTRISS2 Q JOREELDACLIEPS D 0CSOBGDOSBEERY 607870
0L LSBT 2GG1S0P D GEAR0 AMRLSALDGDOLTS CA236L A PRBLaOAELOLT 55ars

it
v,

L L A O O O T
GETBDL, DS9L39-0300168 LAGRITT D AADLL20TT 20106 CAVISSRL2SLAI2 IRNTLTIGETE 4 LL0GPADGERD0L D 005EM0 D L0RLLDLANEERA 001080 80
50353 400085 EDTTADABESSRY )GIRLT. AR5 {.6REGE.4SPAR-D0GR0R3- 25775 DAauGry 0OL2AS LINBATLGTIMALL LS5 LL0m000me 26
GU0AATUTISED- 334G 58540 L 0083 L9084 L.120058 -L 2L STHTL T2 L T D02 GO0 200600 30007 LSEIED LSO 0w

IR
G
TGI8 DGL4EOLE D GG
A 54852 0GARTD. PO2A207TSER 87404 L3008 10587 L08A083 L3GETS L0000 0038 LAORSDA0ENTIG 908 -LITEETS QBUTIOG-D1ICMD0GITIARDOGLAETG 13
530740 -D6TER430S3RIC5GLIC5H500 L LAGTD.SLELE 500902003 081951 B0 0A1 085424 D00 LIS 3008 1602 QsLILTMenIanNIitE (R
L340

-

i

ls

f

i

Ul
z
I

]
1! i

I
i

oL R334 L MOLGILTR830 0TGSO L0084 LIS L 0TS L SLAE

"
!

] |

LR L2201 LR L8242 20T LTS L T
1L RESSDTTTIER SEGTITRDALSOLIE A0S0 6500153828407 .T0EED DAL
! il
b

]
] :
ADEHGE D3GR 1083 LRI DANAGH D00 LATGANA L2601 S
s
}

4|1
il
|
i
|
41286 4L00RS0EE TR L I026LET OASIERLOTINR! -DOSISSDORAN DA% D005

|
495,01
L LTSS L0708 049299 AL LS 206 -LAUTRG DELSTTET 2480
T LB L L2026 AT T S0 0080
li 1
) :

S04 TA00ES D TS00NE8 L STAMTINMEIOA0NSLETE A%

)
1400 13412003038 L3081 L3 LS TG LACLT2S 330 00RESH 32104 D0BA06TT 200250350005 DUAGIGR 004D DA BRI A00810H0 34
| 41680752626 51063 Q67T2DASDNAN6,DAEATD0AI05 L1187 Q04575 0209633 L1676 L4 }
{ GLAGED.J047AALGA2 L1233 D25 DT L2010 L BIRI220 AT S6T62] BB L IS0 DSTAOES G008 -DALGOET DUSLEM-L.0GERL L0650 0
]

]
)

{05187 L0452 8GT54DDANEEA 08740 1000790680870 P DAIET LATHLS L2000 L 0 D SHBL TS RSTIOI My S2
)

b 3

i L
4§ 1526211955341 DOCTGEG 2720470 883608 4GTG00 515852 OGESEAG-ACTEM- 148451 01751450 B39 L0GHAL3 L0050 1730 -LAR0ATEETTY CASITISD0ATIIS 0GH1EDGEETSTQ.L00080 38505 LCETII00eicay ugRicancaanns 348
AG0ASR- 1 CTIADOLAAEHR-L05G47 1301380 0009032 LA MRASE0 LT GG L 199633 067000503047 AS04S0 00RO DRLAGHSDJ5RA000DASARARE 0006507006 D 00AACR0AdD0mAna 00atn s SL0000NRnEE
] 190 45RANLMT20ACASAT A2 S50 0259116 L 263 0047036040 SL0R037 4 IS A0SRT80 50R8540.ATGERN0.5080GTOAGNLETD.JAA2 50 OALANT 400100 L0TALE LARDIAL 0TI L0 o8

7L 2T -1 216808 L ASSELY LTSTES GRS 0040 UL SEETIRRTD : ] i
LML LRSEITATI2500 L PRISHL 3T 0BT L LSS 4 2 CRADAGOII0E-TTRGETD ESOGTY L1000 7BAR5  GEEEGL-0.SGR50A0CEA-0 80485 Q382010 L3097 LONTCRATAL LA AL G Bt ey 303
A RIGS5D30TTILGALTSCRP0ATLT . 03AA1A005AG3 L2801 L 0TNTLATaY) LSATORAGEES LI0ALI00008 TAAOTSLADEPEST 02050 .SSRERDTIGDEED DJ00068-L380(E0 LLGLGED O02IA0LOMARGLL0AANGT L0040 L0 LTI A0
JSDALT A5UE5AR0ETIENG- ACHGAD -L5AE0A) D070A5-{.C83ALDAU30033 DATELGPLTATT08 019398 770400 L4762 L UGGGOAL L0GRSTSLGGOIIS6-.P0065 4100040 T05EGA0GBASCH () A0NGLS1 DGE05 0 0EMIM00E08A D014 DORTORG L0101 154

IN01ATNIRE A AANART APTNNNL L VAARKIE A TNPANTA TAAAEAN K PARAPTR LAANIA A TANAANAL A APIATE A 4PANII N ANFTATIN TAANAAL & APARITA NRIPTI | A ARPENR) A AANYIY) APAPAIY A FRPAA, A LINA1 AANIRIY A IAPANY R ALNAAITA AANIERYA NP ANATE | B ARARINANARRRYN ANIAPRE 1%

I
i
i
ILMERNCIGIE QA -0sad :
14

i

}

I3
v
.
1}
§
;
i

L2208 L0630 (TS BLTGI2DETINLEE BTG GEDIAD 02756 30808 DARERNEDOBAGETL 28008061145 Le00nisanal 1

il
100 |
i i
il i
]
]

|
:
14

Figure 2 Data set Extraction from sources

Machine learning and data mining techniques have been widely used to detect credit card fraud. On the other hand,
purchase behavior and fraudulent tactics might change over time. This phenomenon is known as dataset shift [11]
or concept drift [12] in the realm of fraud detection. In this study, we present a method for measuring the dataset
shift at our face-to-face credit card transactions dataset (cardholder in the shop) day by day. In practice, we compare
and contrast the days and assess the classification's usefulness. The more precise the classification, the more varied
the buying behavior across time, and vice versa. As a consequence, a distance matrix describing the dataset shift
is obtained. After agglomerative clustering of the distance matrix, we notice that the dataset shift pattern matches
the calendar events for this time period (holidays, weekends, etc). The credit card fraud detection challenge then
incorporates this dataset shift information as a new feature. As a consequence, detection has improved slightly.

Detecting fraudulent transactions in bank accounts is the main issue that our fraud detection model may help us
with. The banking sector is being beset by a significant fraud problem. This is a prevalent problem. Internet
fraudsters have mastered the skill of hijacking online sessions by obtaining client credentials and employing
malware to steal cash from unwary account holders, and no country is fully secure from them. To train the system,
you require well-labeled data in supervised learning. It means that some data has already been labeled with the
proper response. It's similar to learning that takes place in the presence of a teacher or supervisor. Unexpected data
outputs can be predicted using a supervised learning system, which learns from labeled training data. To be more
specific, classification algorithms. However, I will conduct data analysis by: processing, solving classification
issues using XGBoost, Random forest, KNN, Logistic regression, SVM, and Decision tree, and selecting the most
efficient model for the job at hand. Six distinct classification models may be built: Decision Tree, K-Nearest
Neighbors (KNN), Logistic Regression, Support Vector Machine (SVM), Random Forest, and XGBoost. Although
there are many more models that may be employed, these are the most widely used models for classification
problems. All of these models may be built using the approaches provided by the packages. For the XGBoost
model, we'll merely utilize the xgboost package.

Credit card fraud detection is the most prevalent, and therefore the most expensive, problem in the modern world.
The rise in both the number of online transactions and the number of e-commerce platforms is to blame. Credit
card fraud happens when a credit card is stolen and used for an illegal purpose, or when a fraudster uses credit
card information for his gain. Credit card problems are becoming increasingly prevalent in our culture. In order to
detect fraudulent activities, a credit card fraud detection system has to be implemented. The focus of this study
will be on machine learning techniques and their applications. The algorithms used were the random forest
algorithm and the Adaboost algorithm. The performance of the two algorithms is assessed using their accuracy,
precision, recall, and F1-score. As a starting point, the confusion matrix is used to create the ROC curve. Several
algorithms are examined, including the Random Forest and the Adaboost, and the algorithm with the best accuracy,
precision, recall, and F1-score is chosen as the best approach for identifying fraud.
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3.4 Data Processing Stages

Data Cleaning - One of the most significant tasks in the data cleaning process is to fill in the missing information.
There are various techniques to address this problem, such as disregarding the complete tuple, but most of them
are likely to skew the data. Filling them was no longer a problem since the source file, which included legitimate
transactions, did not contain any entries with missing data. Tuples with no meaning were eliminated from the files
since they do not contribute to the production of useful data and do not skew the data. In addition, adjustments
such as deleting redundant columns and splitting the date-time column into two were made.

Data Integration - Because the fraudulent and authentic record files were in two different files, the two data
sources were combined before they were exposed to further alteration.

Data Transformation - Here, all of the category data was condensed into a numerical representation that could
be understood. The transactional dataset includes a variety of data kinds and ranges. As a result, data
transformation includes data normalization. Data normalization reduces the numeric range of attribute data to a
manageable size.

Data Reduction - Dimension reduction is the approach utilized for this. We must avoid the possibility of learning
incorrect data patterns, and the chosen characteristics must remove the fraud domain's irrelevant elements and
attributes [10]. PCA stands for principal component analysis, and it is a well-known transform technique. From
the standpoint of numerical analysis, this strategy addresses the feature selection problem. By determining the
appropriate number of principal components, PCA was able to effectively execute feature selection.

4.0 Model Evaluation

In terms of effectiveness, some algorithms exceed others. However, to create a more appropriate and acceptable
model, it is deemed vital, to begin with, a data pre-analysis method. To note, if we had the option to work with the
anonymized data, our model would surely have more full knowledge of the credit card fraud issue. Financial parties
can't do their analyses using their unique private information for the customers' privacy, so better knowledge of
the data factors would be much appreciated and will assist in the process of classifying the various input variables.
Exploratory Data Analysis (EDA) is a vital element in the analytics process as it helps us to comprehend our data.
It is vital to study data collection before doing formal analysis. Without a competent EDA, no initial models should
be produced. This will help us to better evaluate the patterns in the data, reveal outliers or odd events, and discover
intriguing links between variables, among other things. In our instance, the EDA will aid us in better defining our
data and preparing it for statistical learning approaches such as those outlined in the preview poster.

-- — OOO — —'T*’ —
== » O/Q\O > 1* ¢ 8-8

Feeding Extracting Training the Creating a
Data Features Algorithm Model

Figure 3 Component of the System and machine Learning Training Model

This paper presents an approach for identifying fraud at the interface. For fraud detection, the recommended
solution utilizes unequal, substantially skewed transactions and a modeling methodology. The dataset for credit
card fraud detection utilized here is the machine learning Kaggle dataset, which features highly skewed data. The
qualities that are assessed are 1 for fraud and 0 for non-fraud. In the banking business, fraud detection analysis
was a vital device. Artificial neural networks are presently the least effective technology for identifying credit card
fraud. Problems in a way and excessive false positives plague the present technique for identifying fraud. In such
circumstances, this research study leverages the collaboration of fully convolutional units to develop a model for
spotting credit card fraud that is exceptionally accurate.
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Furthermore, for conclusions to be generalizable to the target population, the evaluation prior fraud probability
must mirror the population's prior fraud probability (the naturally occurring prior fraud probability).
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Credit card fraud is common and causes substantial financial losses [1]. The number of online transactions has
exploded, with online credit card transactions accounting for a significant share of them. As a result, credit card
fraud detection software is highly valued by banks and financial organizations. Fraudulent transactions can take
many different shapes and fall into several different categories. This research looks at four forms of fraud that
occur in real-world transactions. Each fraud is treated using a series of machine learning models, with the best
answer picked after a thorough examination. This evaluation provides a step-by-step guide to selecting a successful
algorithm depending on the kind of fraud, as well as a relevant performance measure. Another crucial feature of
our project is real-time credit card fraud detection. To do so, we use machine learning models and an API module
to do predictive analytics to assess if a transaction is legitimate or not. We also look at a novel method for coping
with skewed data distribution. The data we used in our study came from a financial institution, according to a
confidential disclosure agreement.

Credit cards are frequently used for online banking. In recent years, there have been several reports of credit card
fraud. Fraud done using a credit card is notoriously difficult to spot and prosecute. Machine Learning (ML) is a
type of Artificial Intelligence (AI) that is used in research and engineering to solve several problems. In this
research, machine learning algorithms are applied to a data set of credit card frauds, and the performance of three
machine learning approaches for detecting credit card thefts is compared. The Random Forest machine learning
method has the best accuracy when compared to the Decision Tree and XGBOOST approaches.

5.0 Conclusion

To summarize, the work on this project has been a challenging step forward in my grasp of large data and statistical
learning. I got the excellent chance to learn about a variety of data approaches, including Exploratory Data Analysis
and Principal Components Analysis, as well as create seven classification algorithms from which we identified
which one was the most reliable in terms of classification forecast. Furthermore, tree-based algorithms appear to
be better suited to our Credit Card Fraud detection problem. Furthermore, more insightful and enhanced datasets
will help our research in a deeper investigation of the problem and more thorough characterization of the target
demographic. However, due to the wide range of data that may be employed, resolving the class disparity is a
difficult problem. One such example is fraud. There is no one-size-fits-all solution to class disparity; instead,

62



Computer Engineering and Intelligent Systems www.iiste.org
ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) ey
Vol13,No2, 2022 NISTE

several alternatives should be tested to find the optimal one. Furthermore, because certain algorithms take a long
time to execute, it may be essential to make concessions and give up some data, just as people do. Finally, while
we concentrated on Supervised Learning, other areas such as Unsupervised Learning or even Deep Learning may
be effective in tackling these challenges and identifying fraud.
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