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Abstract 

The aspect of time has become an issue since computers were introduced into management studies and thus 

highlights the need for efficient paradigm that will enable easy access to information, with much ease. But 

this is not the case yet, since finding the desired search engine and learning how to use them for this 

purpose is still time consuming. The continued dominance of measures for use in the system-centered 

aspect of IR evaluation, which is weak for use in user-centered IR system evaluation process, remains a 

challenge. Therefore the purpose of this study is to present usable measures through using an empirical 

from user’s perspective for use in the evaluation of IR system. The survey method, a robust multivariate 

mathematical model and the factor analytic method were experimented upon. Results showed that the 

model presented is promising concerning the challenges highlighted. Therefore user’s own knowledge, 

experience and searching abilities could be harnessed and implicated in IR design and evaluation. This 

study therefore serves as a test bed and guide to studies in this area, which results could contribute 

immensely to the overall improvement of the system. However, more data and a larger sample size are 

required to verify the proposed model in future, with other extraction techniques. 

Keywords: Computers, IR system, Search engines, System-centered paradigm, User-centered paradigm,   

Multivariate mathematical model, factor analytic methods, evaluation 

1. Introduction 

The aspect of time became an issue when computers were introduced into management studies. As a result 

two major generations of economies were born because of the impact of the computer. While one of them 

was driven by automated electronic data processing (EDP), the other one was by the database processing 

system (DPS) (Thierauf 1973; Codd 1970; Akinyokun & Adejo 2009; Date 198, 1982). The EDP 

emphasized the syntax of data rather than both the semantics and pragmatics of data. In this era the 

meaning of data was realizable during the run time of computer programs. Moreover, the EDP systems 

were developed independent of one another and direct interactions with computers were only the exclusive 

preserve of computer engineers and operators. The flow of data from one system to another was carried out 

offline (Akinyokun & Adejo 2009). In the DPS era things were done differently, since its developmental 

process inspired the concept of data abstraction mechanism. This today has brought about the issue of 

semantics and functional database modeling techniques (Chen 1976; Smith & Smith 1977; Kent 1978; 
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Brodie 1980; Nijssen 1981; Hammer & Mcleod 1981; Grithuysen 1982; Stocker 1981). As a follow up to 

this success, the development of user friendly, interactive and menu driven computer systems was spurred. 

Hence, nowadays there are several types, sizes of special purpose driven computer systems. Today, desktop 

and laptop computers; distributed database systems; knowledge base systems and the practical 

implementation of computer networks are ubiquitous. The immense breakthrough in computer networking 

in the last three decades has lead to the evolution and revolution of the Internet technology. This has no 

doubt brought along many products and services such as electronic mail, World Wide Web, electronic 

business and so on. The world has indeed been turned into a global village where computer language has 

provided a common platform that is versatile and robust for business transaction world wide (Akinyokun & 

Adejo 2009).  

A major challenge with this “blessing” - the Internet is the need to locate the right information, in terms of 

how relevant it is vis-à-vis the information need of the user. As a result the importance of archiving and 

information finding has become an issue not to be taken for granted. Thus with break through in 

information and communication technology it is now very possible and practicable to store large amounts 

of information; but finding the one that is useful from such collections have become a necessity. This 

served as the build up to the two major reasons among others that was responsible for the emergence of the 

field of Information Retrieval (IR) in the 1950s. First, the need for information and secondly the 

requirement to quickly find a desired document (which is expected to contain relevant information that 

satisfies the need of the user) among many files (Yoann & livier 2001). These challenges still remain a 

major aspect of concern in information retrieval. Over the last forty years, the field has matured 

considerably, and as a result, several IR systems have been developed for use on everyday basis by a wide 

variety of users (Amit 2001). One of these IR search paradigms is the search engine, which is the 

commonest of them all, hence its use in this study (Pasca & Harabagiu 2001; Liaw & Huang 2003; Castillo 

& Davison 2010). Others include Information support and seeking system (Toms & O’Brien 2009), 

Question and answering system (Ong et al. 2009) and even recommender systems types of IR paradigms.  

In (Beigi et al.1998), it is reported that search engines are the most powerful resources for finding 

information on the rapidly expanding World Wide Web (WWW). Thus they have a global active reach of 

about 89.5% of all users of the WWW (Rubel et al. 2009). The integration of such search tools enables the 

users to access information across the world in a transparent and efficient manner. Recent studies have also 

shown that majority of Web page accesses are referred by search engines, hence search engines since their 

arrival in the early 90's, have particularly become an indispensable tool in the everyday life of Internet users 

(Cho & Roy 2004). But finding the desired search engine and learning how to use them is still time 

consuming. For this reason and with a global phenomenon of this magnitude it is only worth the while to 

give IR systems closer and regular examination. Clearly, there is therefore a need for consistent user-centric 

studies over time. This is with a view to present IR systems that meet this all important user’s requirement, 

hence this study promises to be a contribution.  

2. Motivation 

The interactive nature of IR system poses many challenges to the system-centered (traditional) (SC) 

approach to IR system evaluation (Dunlop 2000; Borlund 2003). This brought about the need to employ an 

alternative approach for its evaluation. However, the degree of interactivity currently being exhibited by IR 

systems has also introduced a fundamental problem for the SC approach. The problem is that of modelling 

end-user’s user-system interaction. This has to do with the issue of interactivity, which the SC approach to 

IR evaluation is not able to handle. More frequently the SC has been used to deal only with the problem of 

measuring the effectiveness of an underlying algorithm (engine) (Dunlop 2000), but with less attention to 

user aspects. The challenge for interactive evaluation in IR is to connect these types of evaluation: engine 

performance and suitability for end-users (Dunlop 2000). By and large, Information System’s (IS) 

evaluation, especially in IR domain is an important issue for stakeholders, although very difficult to 

evaluate (Mandl 2008). Many methods have been developed over the years to evaluate one IS or the other; 

hence there is yet no unique model that can be used to evaluate all kind of IS (Islam 2009). In the same vain, 
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there is yet no categorical empirical model, resulting from a user-oriented modelling paradigm to evaluate 

user-system interactivity of search engines (IR system). Existing metrics such as precision and recall and 

their variants are only usable to evaluate the performance of search engines and from the system’s 

perspective, but not adequate to evaluate IR systems’ performance from user’s perspectives (Kumar et al. 

2005).  

In IR community, various quality measures for search engines evaluation have been investigated.  Their 

findings include the fact that Web search engine’s quality can not be measured by just retrieval 

effectiveness (the quality of the results). In addition, factors that influences user satisfaction in information 

retrieval has been investigated and reported. Results from the investigation revealed that user satisfaction is 

a subjective variable, which can be influenced by several factors. The rationale of evaluating IR algorithms, 

and the applicability of proposed novel evaluation methods and measures, have been examined and 

suggested in literature. Also investigated are factors, which should contribute to the choice of search 

engines and their effects on information-seeking behavior (Kekalainen & Jarvelin 2005; Dujmovic & Bai 

2006; Jenkins 2011; Lewandowski & Hochstotter 2008; Arapakis & 2008; Al-Maskari & Sanderson 2010). 

In (Dujmović & Bai 2006), a comprehensive model for quantitative evaluation and comparison of search 

engines was presented. The model is based on the LSP method for system evaluation. The basic 

contribution of the research is the aggregation of all relevant attributes that reflect functionality, usability, 

and the performance of search engines. The obvious challenge with these efforts to mention but a few is 

that users are excluded from participating in the research. This confirms the report of (Mandl 2008), that 

users are often assumed as abstraction in IR system evaluation.  

Thus the call for a shift in paradigm from the SC approach to a better way of assessing IR system (Dunlop 

2000; Belkin 2008; Paul 2009), from user’s perspective using the user-centered (UC) approach. The 

argument has been that with a holistic approach to IR evaluation, there will be increase in the usefulness (in 

terms of impact), usability (in terms of assistance) and pleasurability (satisfying the information need of 

users) of IR use (Belkin 2008). However, it has been identified that the research effort that will bring about 

this will be very substantial. Underpinning this is the fact that predicting relevance in information retrieval 

is a hard enough task, but predicting utility (user satisfaction) is a different challenge entirely, which will 

not be and easy task. However, the success would be worth it (Paul 2009). Therefore, this study seeks to 

contribute through suggesting and experimental model with its measures using a user-centered approach, 

which was successfully used to assess IR system from user’s perspective in (Akhigbe et al. 2011b). This is 

in order to lend a voice to the call for a paradigm shift. It is expected that suggested measures will be usable 

for user-related studies in IR, and thus according to (Lewandowski & Hochstotter 2008), contribute to the 

development of better search systems that give the user the best possible search experience. 

3. Aim and objective of study 

To underscore the purpose of this effort, two questions that borders on the philosophy of this study are: 

what are the factors to use in IR system’s evaluation from user’s perspective; and what is the method that 

will suffice to realizing the first question. These questions are pivotal considering the argument of Mandl 

(2008) that users are often excluded from IR system evaluation exercises. Thus, this study seeks to present 

a model that will serve the purpose of assessing IR system, from users’ perspective by formulating a 

user-centric evaluative model. Both model’s testing and verification were carried out as presented in this 

study.  

4. The Empirical Model 

The issue of interactivity, which is multidimensional in any user-system interaction, often presents a 

constraint of how to model the user in respect of their use of end-user applications. The constraint is that 

end-users bring their own knowledge, experience and searching abilities to bear during interactive search 

sessions (Dunlop 2000). Furthermore, user modeling often presents relationships that a similar and 

depending on the sample size the relationship to be modeled could be amazingly large. For a study that 

requires multivariate data, which includes for instance the presentation of N decision variables for 

assessment to an audience of a sample size M; the challenge this presents is the handling of linear equations 
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of order (N x M) dimension. As a consequence, the matrix experimental model is presented in equation (i). 

Similar approach has been used in user-related studies (Heimeriks 2004; Arekete & Akinyokun 2007; 

Akinyokun & Adejo 2009).  

     N 

Zp, =  ∑ ap,ixi;    with p = 1,2, …, M                       ……………………… (i) 

      i=1 

Where;  

Zp =  the pth respondent’s (assessor’s)observation of the system based  

on decision variable xi and ap,i; 

xi =  the ith reponse of the pth assessor using the assessment of the ith  

decision variable (item) by the pth assessor, and  

ap,i = the pth assessor (respondent) with ith decision variable.  

 

With this understanding the mathematical model in equation (1) is expressed as a matrix of the form 

demonstrated in equation (ii).  

 

Z1                   a1,1x1 + a1,2x2 +   …   a1,NxN 

Z2                      a2,1x1 + a2,2x2 +  …   a2,NxN 

Z3                      a3,1x1 + a3,2x2 +  …   a3,NxN 

.       =      .    .          .                  ……………………… (ii)   

.             .    .             . 

.             .    .             . 

ZM                   aM,1x1 + aM,2x2 +  …  aM,NxN 

 

The matrix of order (N x M), described in equation (i) and (ii) was used to model the relationships between 

the assessors and the variables (items) presented to elicit their response (observation or judgment) of the 

system under review. This is underpinned by the fact that each of the respondents have interacted with one 

or more search engines for a period of time, which was also captured using the demographic aspect of this 

study. 

5. Materials and Methods 

A 17-variable item was used for the study for a sample size of about 250. The questionnaire method was 

used to elicit the data used for the study. All of these variables (items) are from previously validated scales 

as done in related work such as that of (Wu & Diane 1999; Nauman et al. 2009; Akhigbe et al. 2011a). The 

factor analytic method was therefore optimized with this survey technique to achieve the purpose of the 

study, which was earlier mentioned. Therefore, with respect to the data used in this study, N = the number 

of decision variables or questions presented to each user of the system; and M= the total number of users 

(respondents), who participated in the assessment exercise. For this study, while N=17, M=250. As a result 

the original dataset was used to construct a (17 x 250) matrix that contains 15 mechanisms (items or 

variables) put together for the 250 respondents (users), who have used any one or more search engines for 

one retrieval task or the other.  

5.1 Generated Statistics 

The statistics generated resulted by subjecting the mathematical model in equation (1), which is 

demonstrated in equation (2) to the Factor Analytic (FA) technique using the principal components 

approach. The statistics are: the communality value statistics, the eigenvalue statistics (ES) and the factor 
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loadings (FLs). Others include Composite reliability (CR), Average variance extracted (AVE) and so on that 

was used to demonstrate the proposed model’s testing and verification for reliability and validity. The FA 

approach was adopted due to its ability to perform data reduction. As a data reduction technique (Suhr 2005; 

2006); FA was employed to also handle the multidimensional and multivariate nature of the relationship 

modeled. Moreover, in line with the effort of (Akinyokun & Adejo 2009), the primary goal was to obtain 

some factors each of which would load on some decision variables. This was with a view to suggesting 

them for use in the evaluation of IR system, without loosing focus on the user-centeredness which forms 

the basic philosophy of the study.  

5.2 The purpose of the generated statistics 

The communality value statistics was used to; first observed which of the items would contribute less to the 

supposed cooperative effort of each items towards realizing any of the proposed factors. After which if any 

is less than the recommended threshold point of >= 0.4; they will be dropped. Also, in order to evaluate the 

contributions of each factor (component) the eigenvalue statistics were generated. They were used to show 

the possible number of factors that would result from the items at the end of the FA process. The component 

matrix statistics was used to present both the initial FLs and the extracted ones. This is the degree of 

generalization found between each item (decision variable) and each factor. Therefore, since they are 

associated with a specific item, it was generated to show the correlation between the factor and the standard 

score of the variable. In (Arekete & Akinyokun 2007), it was reported that the farther away a factor loading 

is from zero in the positive direction, the more one can conclude the contribution of an item to a factor. The 

component matrix produced was rotated using equamax for the purpose of establishing a high correlation 

between items (respondent’s responses) and measures. The scores of each item were used to determine the 

final factor score used to formulate the prior (hypothesized) factor structure (FS) or experimental model. 

Therefore, with the FS in place, it was possible to eliminate factors that fail to leave up to the rule of 

parsimony. That is factors with only one item (decision variable) were dropped. This practice is standard 

and recommended in literature (Ong et al. 2009; Nauman et al. 2009).   

6. Data Collection  

Considering the coverage of the search engine, especially as a web based phenomenon, both the online and 

hardcopy questionnaire was administered. In line with (Wu et al. 2008; Nauman et al. 2009), a number of 

prior related studies were reviewed to ensure that a comprehensive list of relevant items and measures were 

included. As a result, all the items and measures were taken from previously validated instruments. And to 

ensure that the final instrument, which was administered, would serve the purpose, a pilot study was 

necessary to further confirm this. The Cronbach alpha test was carried out on the data from the pilot study, 

using the approach in (Gliem & Gliem 2003; Sun et al. 2007). The result was positive, since all the items 

scored from 0.70 and above, as recommended in (George & Mallery 2003). A 5-point likert scale ranging 

from 1 (strongly agree) to 5 (strongly disagree) was used to present the items (closed questions) to the users 

of the system. This was with a view to comprehensively rate their experience with the system, base on their 

interaction with it. Also, data were collected between 2010 and 2011. 

6.1 Data Analysis and Result 

The questionnaire which is presented in Appendix A below exhibits 17 decision variables intended to elicit 

user’s experience during previous series of interactions with search engines. The questionnaire required that 

the respondents rate each of the decision variables using the 5-point Likert scale mentioned above. 

Thereafter, the final data were subjected to factor analysis using the method of principal components 

analysis, with the Statistical Package for Social Sciences (SPSS) providing the leverage needed for the 

analysis as in (Morrison 1983; Akinyokun 1993; Akinyokun & Chiemeke 2006; Angaye et al. 2008; 

Akinyokun & Adejo 2009; Akhigbe et al. 2011a).  

6.1.1First result 

The first result to be presented is the result of communality values. These values as presented in Table 1 

show that each of the items (itm1 to itm17) was okay for the next statistical regour in the use of exploratory 

factor analysis (EFA). This is because all of the item score for items (itm1 to itm17) presented are well 
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above the recommended threshold point of >= 0.4.  Also, with this, it is obvious that the items if presented 

for FA test using the exploratory factor analysis technique, would yield reasonable result since the least 

score (.609 of itm8) is far above the recommended cut of point of 0.40.  

6.1.2 Second result 

The second result is the result of eigenvalue statistics, which is presented in Table 2. The result as presented 

in Table 2 reveals that about 4 factors are likely to result from the 17 items presented for the study. This 

means that each of the 4 expected factors will have any of the 17 items as their underlying factor structure. 

The result presented also reveals the percentage contribution of each factor to the expected empirical model. 

The eigenvalues of each factor was estimated and generated using equation (iii). Thus the eigenvalue of jth 

factor denoted by evj was calculated by: 

     17 

evj = ΣX
2

i,j 
    i =1                                                   

Where;  

              i = 1, 2, 3, 4, ……17;  

              j = 1, 2, 3, ……., 4 and  

             X
2
i,j represents the factor loading of jth factor on ith decision variable.  

 

The result shown in Table 2 was also used to indicate how well each of the extracted factors fits the data 

used for the study.  

6.1.3 Third result 

The third result is the result of FLs presented in Table 3. The result is a summary of both the initial FLs and 

the extracted (rotated) FLs using equamax. This result was used to formulate the hypothesized factor 

structure, using each of the emerged factors and their corresponding underlying items. In Table 3, due to the 

criteria of parsimony, i1(1-2) and i4(9-10) was dropped. Thus i2(3-4), i3(5-8), i5(11-13), i6(14-17) are the 

underlying structure of the factors RS, IQ , UT and SQ respectively. However, two of the items of the factor 

structure of factor SQ were below the threshold point of > 0.5 as shown in Table 3. As a result the two items 

(i14 and i15) were dropped, hence i(16-17) which scaled through was retained and became the underlying 

factor structure of the factor SQ.    

6.1.4 Fourth result 

The fourth result is the result showing the reliability and initial validity of the model based on each of the 

factors, which formed the model. This result is presented in Table 4. In the Table 4, the column Par contains 

the resultant factors (parameters/measures) being suggested, which emerged from the 17 items presented 

for the study. While RS, IQ and UT is Reliability of system, Information quality and User’s technical 

capabilities respectively, SQ is Service quality.  

6.1.6 Fifth result 

The fifth result arrived at is the result that reveals the overall validity of the model. The validity was 

estimated using the structural equation modeling technique and compared with the standard value 

recommended in literature (Hair et al. 2005; Wu et al. 2008). This result is as presented in Table 5. 

7. The Proposed model in diagram 

Finally, the proposed model is presented in Figure 1 below. The model is the diagrammatically represented 

with its components: factors and the corresponding FLs of each of the items, thus revealing the underlying 

strength/weakness of each of the items of the factor structure. The model as it is made of  four (4) factors 

(measures) and 11 items.   

8. Conclusion 
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The purpose of this study is to contribute to IR system evaluation from end-users perspective, which has 

not received as much attention as necessary as possible. Hence, the relevance of the study is underscored 

when compared to the well known and used system perspective of the IR system evaluation. As a result an 

empirical model, with its components (measures) and the method experimented upon to achieve it is 

proposed. The model is founded on data resulting from user’s assessment of any three search engines. Part 

of the assumption for this study concerns the user-system interactive approach. Those who participated in 

offering their judgment (opinion) of the system would have interacted with the system; either on a daily, 

weekly, monthly or yearly basis as the case may be. Also, at least 5 to 10 users of the system were assumed 

to have responded to at least one item, as recommended in literature (Suhr 2006; Treiblmaier & Filzmoser 

2010).  

 

The result presented demonstrated that the method employed for this study was adequate for use in 

suggesting the parameters presented. It also demonstrated that the model is reliable; that is when it 

(particularly the parameters that formed the model) is reused it will retain its value. Also, the result of the 

model’s validity showed that any time it is reused in the future; the values of Comparative Fit Index (CFI), 

Root Mean Square Residual (RMSR) and Root Mean Square Error of Approximation (RMSEA) will not 

changed. This is shown in Table 5. As a result it is expected that based on the degree of statistical regour, 

and the confidence demonstrated by the measure of reliability and validity of the model reported; it could 

also be used to evaluate other end –use applications in information system. Obviously, by so doing the 

user’s own knowledge, experience and searching abilities could be brought to bear, and would contribute 

immensely to the overall improvement of the system. This study is not without a limitation. The need to use 

other extraction method (since the one used in this study is equamax) to experiment with, using more items 

and larger random sample size is y important. However, this is left for future work. 

Acknowledgement 

All those who contributed to this research work one way or the other are well appreciated for their support 

and assistance. 

References 

Akhigbe, B.I., Afolabi, B.S., and Adagunodo, E.R. (2011a). Assessment of Measures for Information 

Retrieval System Evaluation: A User-centered Approach. International Journal of Computer Applications 

(0975 – 8887), Vol. 25, No.7, pg6-12. 

Akhigbe, B.I., Afolabi, B.S., Udo, J.I. and Adagunodo, E.R. (2011b). An Evaluative Model for Information 

Retrieval System Evaluation: A User-centered Approach. International Journal on Computer Science and 

Engineering (IJCSE), Vol. 3 No. 7, pg 2627- 2634. 

Akinyokun O.C. and Chiemeke S.C., (2006). “IT Projects Performance Indices and Evaluation”. 

International Journal of Testing and Evaluation, Published by ASTM International, USA, Vol. 34, No. 

6.Pages 512 – 521. 

Akinyokun O.C., (1993). “Survey of Attitudes of People Towards Computer in Nigeria”.  Proceedings of 

the Second International Conference on Science and Technology in Third World Development, University of 

Strathclyde, Glasgow, Scotland. 

Akinyokun, O.C.  and Adejo, B.O. (2009). An Empirical Model of the Attitudes of the Public Servants in 

Nigeria to Information and Communications technology. International Journal of The Computer, the 

Internet and Management Vol. 17.No.1 (January-April, 2009) pp 18-27 

Al-Maskari, A., and Sanderson, M. (2010). A Review of Factors Influencing User- satisfaction in 

Information Retrieval. Journal of the American Society for Information Science and Technology. Published 

online by Wiley InterScience. Retrieved from http://dis.shef.ac.uk/ mark/public cations /my_ papers/2010_ 



Computer Engineering and Intelligent Systems   www.iiste.org 

ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) 

Vol 2, No.4, 2011 

 

41 

 

JAS IS T_ Azzah. pdf on 18/03/2010 @ 1:06am. 

Amit S. (2001) Modern Information Retrieval: A Brief Overview. Bulletin of the IEEE Computer Society 

Technical Committee on Data Engineering 24(4); 35-43. 

Angaye C. O., Ubaru M. O. and Akinyokun O. C., (2008). “Factor Analytic Model of the Impact of 

Information Technology (IT) on the Performance of Public Organizations in Nigeria”. Proceedings of Allied 

Academics International Conference, Reno, NV, United States of America, Vol. 15, No. 2, Pages 222 – 234. 

Arapakis, I., and Jose J. (2008). Affective Feedback: An investigation of the role of emotions during an 

information seeking process. In SIGIR 2008. Proceedings of the 31st Annual ACM SIGIR International 

Conference on Research and Development in Information Retrieval (in press). New York: ACM. 

Arekete, S.A. and Akinyokun, O.C. (2007). Performance Indices of GSM Services and Relative Importance 

of Factors. Ife Journal of Technology, Vol. 16 (1), pg 15-22.  

Beigi, M., Benitez, A.B. and Chang, S.-F. (1998) A content-based meta search engine for images, in 

Proc.SPIE Storage and Retrieval for Image and Video Databases, San Jose, CA, 1998. Retrieved from 

http://www.ctr.Columbia.edu/metaseek 02/06/2011 @ 10:49pm  

Belkin, N.J. (2008). Some (what) Grand Challenges for Information Retrieval. European Conference on 

Information Retrieval (ECIR), Glasgow, Scotland.  

Borlund, P. (2003)."The IIR Evaluation Model: A Framework for Evaluation of Interactive Information 

Retrieval Systems". Information Research, 8(3), paper no. 152 (Available at: 

http://informationr.net/ir/8-3/paper152.html) 

Brodie M. L, (1980). “Data Abstraction for Designing Database Intensive Applications”. Proceedings of the 

ACM SIGMOD/SIGPLAN Workshop on Data Abstraction, Database and Conceptual Modelling, Pages 101 

– 103.  

Castillo, C. and Davison, B.D. (2010) "Adversarial Web Search", Foundations and Trends in Information 

Retrieval: Vol. 4: No 5, pp 377-486. http://dx.doi.org/10.1561/1500000021 

Chen P. P. (1976). “The Entity-Relationship Model: Towards a Unified View of Data”. ACM  Transactions 

on Database Systems, Vol. 1, No. 1,Pages 9 – 36. 

Cho, J. and Roy, S. (2004). Impact of Search Engines on Page Popularity. In Proceedings of the 13th 

international conference on World Wide Web. Pgs 20-29. ISBN:1-58113-844-X doi:10.11 

45/988672.988676. Retrieved from http://www.www2004.org/proceedings/ docs/1p20.pdf on 14/06/2011 

@4:15pm 

Codd E. F.,(1970). “Relational Model of Data fo Large Shared Data Banks”. Communications of the ACM , 

Vol. 13, No. 6, Pages 377 – 387. 

Date C. J. (1982). An Introduction to Database System; Volume 2. Addison Wesley Pub Co. 

Date C. J., (1981). An Introduction toDatabase System; Volume 1. Addison Wesley Pub Co. 

Dujmovic, J. and Bai, H. (2006). Evaluation and Comparison of Search Engines Using the LSP Method. 

ComSIS Vol. 3, No. 2, pgs 3-56. UDC 004.738.52 

Dunlop, M.D. (2000) Reflections on Mira: interactive evaluation in information retrieval. Journal of the 

American Society for Information Science, 51 (14). pp. 1269-1274. ISSN 1532-2882 

George, D., and Mallery, P. (2003). SPSS for Windows Step by Step: A Simple Guide and Reference. 11.0 

update (4th ed.). Boston: Allyn & Bacon. 



Computer Engineering and Intelligent Systems   www.iiste.org 

ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) 

Vol 2, No.4, 2011 

 

42 

 

Gliem J.A., and Gliem R.R. (2003). Calculating, Interpreting, and Reporting Cronbach’s Alpha Reliability 

Coefficient for Likert Type Scales. Presented at the Midwest Research to Practice Conference in Adult, 

Continuing, and Community Educ- ation, Ohio. Retrieved from www.alumniosu.org/Midwest 

/midwest %20papers/  Gliem%20&%20Gliem-Done.pdf on 25/01/2011 @ 11:42 am  

Grithuysen J. J. V., (1982). “Concepts and Terminology for the Conceptual Schema and the      

Information Base”. International Standard Organization (ISO) TC-79/SC5/WG3 Report. 

Hair JF, Black WC, Babin BJ et al. Multivariate Data Analysis. NJ: Prentice Hall, 2005. 

Hammer M. M. and Mcleod D. J., (1981) “Database Description with SDM: A Semantic Database Model”. 

ACM Transactions on Database System, Vol. 6, No. 3, Pages 351 – 386. 

Heimeriks, K. (2004). Developing Alliance Capabilities Eindhoven University Press. ISBN 90-386-2247-3 

Islam, A. K. M. N. (2009). Developing a Model to Measure User Satisfaction and Success of Virtual 

Meeting Tools in an Organization. J. Filipe and J. Cordeiro (Eds.): ICEIS 2009, LNBIP 24, pp. 975–987, 

2009. Springer-Verlag Berlin Heidelberg. 

Jenkins, F.W. Use of Search Engines and Their Effects on Information Discovery. Retrieved on 11/06/2011 

@ 01:35am from http://fjenkins.myweb.usf.edu/docs/writing _sample _ 2.pdf. 

Kekalainen, J. and Jarvelin, K. (2005). Evaluating Information Retrieval Systems under the challenges of 

interaction and multidimensional dynamic relevance. Proceedings of the 4th COLIS Conference. 

Greenwood Village, CO: Libraries Unlimited, pp. 253-270. 

Kent W., (1978). “Data and Reality: There is a Difference”. INFOTECH State of the Art Report on Data 

Design, Series 8, No. 4, Pages 205 – 213. 

Kumar, R., Suri, P.K., Chauhan, R.K. (2005). Search Engines Evaluation DESIDOC Bulletin of 

Information Technology , Vol. 25, No. 2, March 2005, pp. 3-10. 

Lewandowski, D., and Hochstotter, N. (2008). Web Searching: A Quality Measurement Perspective. A. 

Spink and M. Zimmer (eds.), Web Search, Springer Series in Information Science and Knowledge 

Management 14, pp 309- 340. Published in Springer-Verlag Berlin Heidelberg 

Liaw, S.-S. and Huang, H.-M. (2003) An investigation of user attitude towards search engines as an 

information retrieval tool. Computers in Human Behaviour, Vol. 19, Issue 6, pgs 751-765 

Mandl, T. (2008). Recent Developments in the Evaluation of Information Retrieval Systems: Moving 

Towards Diversity and Practical Relevance. Informatica 32 (2008) 27–38 

Morrison P. R., (1983). “A Survey of Attitudes Towards Computers”. Communications of ACM, Vol. 26, No. 

12, Pages 1051 – 1057. 

Nauman, S., Yun, Y., Suku, S. (2009). User Acceptance of Second Life: An Extended TAM including 

Hedonic Consumption Behaviours. 17th European Conference on Information Systems. 

ECIS2009-0269.R1. pg 1-13. 

Nijssen G. M., (1981) “Database Semantics”. INFOTECH State of the Art Report on Database, Series 9, No. 

8, Pages 373 –382. 

Ong, C.-S., Day, M.-Y., and Hsu, W.-L. (2009). The measurement of user satisfaction with question 

answering systems. Elsevier, Information & Management 46 (2009) 397–403. 

Pasca, M. and Harabagiu, S. (2001). High performance question/answering. In Proceedings of the 24th 

International Conference on Research and Development in Information Retrieval, pages 366–374.  



Computer Engineering and Intelligent Systems   www.iiste.org 

ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) 

Vol 2, No.4, 2011 

 

43 

 

Paul T. (2009) Utility-Theoretic Information Retrieval, Cognitive Hacking, and Intelligence and Security 

Informatics. Accessed @ http://www.ists.dartmouth.edu/library/77.pdf on 02/03/09 

Rubel, S., King, K., Wiley, M. and Murray, R. (2009). Search Engine Visibility: An Edelman Digital 

Position Paper Retrieved from http://www.edelman.com/image /insights/content 

/Search%20Engine%20Visibility.pdf on 02/06/2011 @ 9:04pm 

Smith J.M and Smith D. C. P., (1977). “Database Abstractions: Aggregation and Generalization”. ACM 

Transactions on Database System, Vol. 2, No. 2, Pages 105 – 133 

Stocker P. M., (1981). “Canonical Schemata, Canonical Queries and Standardization”. INFOTECH State of 

the Art Report on Database, Series 9, No. 8, Pages 461 - 467. 

Suhr, D.D. (2005). Statistics and Data Analysis Paper 203-30 Principal Component Analysis vs. 

Exploratory Factor Analysis. In the Proceedings of the 30th Annual SAS Users Group International 

Conference. Cary, NC: SAS Institute  

Suhr, D.D. (2006). Statistics and Data Analysis Paper 200-31 Principal Component Analysis vs. 

Exploratory Factor Analysis. In the Proceedings of the 31st Annual SAS Users Group International 

Conference. Cary, NC: SAS InstituteInc. 

Sun, W., Chou, C.-P., Stacy, A.W., Ma, H., Unger, J. and Gallaher, P. (2007). SAS and SPSS macros to 

calculate standardized Cronbach’s alpha using the upper bound of the phi coefficient for dichotomous items. 

Behavior Research Methods, 39 (1), pg. 71-81 

Thierauf R.J., (1973). Data Processing for Business and Management. John Wiley & Sons, Inc. 

Toms, E. G., and O’Brien, H.  (2009). The Information-seeking Support System (ISSS) Measurement 

Dilemma, Published by the IEEE Computer Society, 0018-9162/09, pp. 44 -50, 2009 IEEE 

Treiblmaier, H. and Filzmoser, P. (2010). Exploratory factor analysis revisited: How robust methods 

support the detection of hidden multivariate data structures in IS research. Information & Management, 

Elsevier, Volume 47, Issue 4, Pages 197-254 

Wu M., Diane H. S. (1999). Reflections on information retrieval evaluation. In Proceedings of the 1999 

EBTI, ECAI, SEER & PNC Joint Meeting. Academia Sinica accessed from 

http://pnclink.org/annual/annual1999/1999pdf/wu-mm on 01/03/2010 @ 12:23pm 

Wu, J.-H., Shen, W.-S., Lin, L.–M., Greenes, R., and Bates, D.W. (2008). International Journal for Quality 

in Health Care; Volume 20, Number 2: pp. 123–129 

Yoann P., and livier R. (2001). A Logic File System. [Online] Available:  http://www.irisa.fr/lande, and 

accessed on Nov. 25, 2009 @ 12:27am 

 

 

Notes 

Table1: Showing the Communality value statistics 

S/N IC IE E  S/N IC IE E 

1 itm1 1 .617 10 itm10 1 .710 

2 itm2 1 .673 11 itm11 1 .706 

3 itm3 1 .625 12 itm12 1 .755 
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4 itm4 1 .764 13 itm13 1 .769 

5 itm5 1 .763 14 itm14 1 .758 

6 itm6 1 .524 15 itm15 1 .789 

7 itm7 1 .631 16 itm16 1 .654 

8 itm8 1 .609 17 itm17 1 .698 

9 itm9 1 .702     

              *IC (Item code), *IE (Initial estimate), *E (Extraction) 

 

 

 

Table 2: Showing Eigenvalue statistics 

 

Co 

ESSL 

T % of V. Cu. % 

1 14.926 39.278 39.278 

2 3.146 8.280 47.558 

3 2.226 5.858 53.416 

4 1.799 4.733 58.149 

*Extraction Method: Principal 

Component Analysis, *Co (component), 

*ESSL (Extraction Sums of Squared 

Loadings), * T (Total), *V (Variance), 

*Cu (Cumulative) 

 

Table 3: Showing the summary of Factor loadings 

        IC FLs (> 0.5) 

i1(1-2)* *; .558 

i2(3-4) .742; .777 

i3(5-8) .595; .670; .651; .604 

i4(9-10)* .595; * 

i5(11-13) .584; .596; .871 

i6(14-17) *; *; .728; .731 

*IC (Item code), *FLs (Factor Loadings),  

*Cut of point (>0.5) 

 

Table 4: Showing the result of the model’s Reliability  

and initial validity base on each factor 
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Par RS  IQ  UT SQ 

CR(> 0.6) 0.83 0.78 0.70 0.67 

AVE (>0.5) 0.81 0.68 0.73 0.76 

*Par (Parameters), *CR (Composite reliability), 

 *AVE (Average variance extracted) 

 

 

 

 

 

 

Table 5: Showing the result of the overall validity of the model, 

using the goodness-of-fit statistics 

 

G.Par. X
2
/df GFI NFI NNFI CFI RMSR RMSEA 

SRViL <=3.00 >=0.9 >=0.9 >=0.9 >=0.9 <=0.05 <=0.08 

MR 2.51 0.091 0.097 0.093 0.89 0.046 0.075 

G.Par (Goodness of Fit Indices Parameters); SRViL (Standard Recommended Value in Literature) 

and VMR(Values of Model’s Reliability); x2/df (Chi square/degree of freedom), GFI (Goodness of fit 

index), NFI (Normed Fit Index), NNFI (Non-Normed Fit Index), CFI 

(Comparative Fit Index), RMSR (Root Mean Square Residual) and 

RMSEA (Root Mean Square Error of Approximation) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1: The Empirical model from user’s perspective 
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