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Abstract 

A linked list is a data structure consisting of a group of nodes which together represent a sequence. Linked lists 
are used in skip list data structures. They consist of a layered structure and all nodes are in the bottom layer. 
These nodes are reduced to half towards upper layers and thus a pyramid-like structure is formed, which 
facilitates search, insertion and removal operations. A circular linked list is a type of linked list in which the last 
node of the list points back to the first node. Our new data structure, skip ring, is created with the help of circular 
linked list and skip list data structures. In circular linked list, operations are performed on a single round robin 
list. However, our new data structure consists of circular link lists formed in layers which are linked in a conical 
way. Time complexity of search, insertion and deletion equals to O (lg N) in an N-element skip ring data 
structure. Therefore, skip ring data structure is employed more effectively (O(lg N)) in circumstances where 
circular linked lists (O(N)) are used. 
Keywords: Skip Ring, Circular Skip List, Circular Linked List, Skip List, Data Structure. 
 
1. Introduction 

Various disciplines in computer sciences benefit from data structures directly or indirectly. Different data 
structures are used as solutions to various problems. New data structures are sometimes required due to the 
limitations such as processing, time and hardware or inefficiency of current data structures. Sometimes, a data 
structure is preferred over another one because of its processing speed. New data structures emerged because 
dynamic and static structures are required [1].  

Taking these factors into consideration, it is evident that new data structures and algorithms will 
continue to emerge [2].  

A circular linked list is a type of linked list in which the last node of the list points back to the first 
node. In single or double linked list the last node contains a NULL pointer since there is no next node, whereas 
in a circular linked list the "next" pointer of the last node contains the address of the first node (Figure 1). 
Therefore it is called a circular linked list. A circular linked list has a "start" node, but no "end" node. In a 
Circular Linked List all the nodes are linked in continuous circle (Figure 1). 

Figure 1. Circular Linked list structure 
It can be both singly or doubly linked list. In a circular linked list elements can be added to the back of 

the list and removed from the front in constant time. Both types of circularly -linked lists benefit from the ability 
to traverse the full list beginning at any given node. This avoids the necessity of storing first node and last node, 
but we need a special representation for the empty list, such as a last node variable which points to some node in 
the list or is null if it's empty. This representation significantly simplifies adding and removing nodes with a non-
empty list, but empty lists are then a special case. Circular linked lists are most useful for describing naturally 
circular structures, and have the advantage of being able to traverse the list starting at any point. They also allow 
quick access to the first and last records through a single pointer [3]. 

 
Figure 2. Circular Linked List 

 
2. Skip List 

Skip list data structure, which was introduced by Pugh [4,5,6] is a data structure alternative to binary tree search 
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structure. Linked lists are used in skip list data structure and it is aimed to facilitate searching, insertion and 
deletion through placing elements in a pyramid-like order at different levels. In this data structure, elements are 
placed at different levels randomly. First, all nodes are placed at level 0 and, starting from left row and skipping 
each 2ith node (i=0,..,MaxLevel (15)), pointers representing each level are created towards the top. The list at 
level 0 is the linked list at the bottom in skip list data structure and encompasses all nodes. Each list from bottom 
to the top is arranged as an index of the previous list [1,7]. 

Search, insertion and delete algorithms of nodes in skip list data structure is discussed in article written 
by Pugh [4,5]. In addition, several studies have been conducted so far on the improvement and analysis of skip 
list data structure algorithms. These studies are about level optimization in skip list data structure [1], effects of P 
threshold values in creation of random level and to the performance of skip list data structure [2], a simple 
optimistic skip list algorithm [8], analysis of an optimized search algorithm for skip lists [9], skip lists and 
probabilistic analysis of algorithms [10], deterministic skip lists [11], concurrent maintenance of skip lists [5].  

Various data structures and algorithms were also created apart from skip list data structure such as skip 
graphs [12], tiara (peer-to-peer network maintenance algorithm) [13] and corona [14].  

Time complexity is O(N) for search, insertion and deletion processes when linked and ordered lists are 
used. On the other hand, the time complexity in which these processes are performed is O(lg N) in skip list data 
structure [6]. 

In a search algorithm, a node is searched from upper levels to lower levels. During insertion, first, the 
node to be inserted is searched. If not found, new value is inserted to the matching location starting from a 
random level and pointers and lists are updated. The process is repeated for other levels where a node is to be 
inserted. Search is performed from the top level to lower levels for removal operations. The node is deleted when 
found and pointers and lists are updated. The process is repeated other levels where the node is available [2]. 
A group of data consisting of {A,C,F,H,K,M,P,T,V,X,Z} elements as a skip list is shown in Figure 3.  

Figure 3. Skip list 
 

3. Skip Ring (Circular Skip List) 

As described above, by using the circular linked list and skip list data structures, a new data structure called skip 
ring (Circular skip list) was developed. Operations are performed only on a single ordered list in circular linked 
list (Figure 2). However, in our method, nodes are searched, inserted and deleted on circular linked lists (Figure 
4) which are linked to each other in levels that are indexes of each other.   

Figure 4. Skip ring 
In this new conical data structure, the relationships are defined as Circular linked list 0 = Ring 0, 
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Circular linked list 1 = Ring 1, ... , Circular linked list (Ɩ)=Ring (Ɩ) (Figure 4). In skip ring data structure each ring 
is a sub-sequence of the previous one, Ring 0⊇ Ring 1⊇ ... ⊇ Ring Ɩ. Ring 0 is the ring at the bottom level in skip 
ring data structure and encompasses all elements. Each ring from bottom to the top is lined as an index of 
previous ring. In addition, skip ring data structure is similar to skip list data structure. In contrast to skip list data 
structure, head and tail is not required together and only head is enough in skip ring data structure. Our new data 
structure is created by removing the tail from skip list data structure. In this way the last element (tail) of circular 
linked list is linked in a way that it points back to the first element (head) (Figure 4), and this process is 
performed for entire levels.    

When Rings in skip ring data structure are created (Ring 0, Ring 1,.., Ring Ɩ), levels are created 
randomly. Let us say that the number of ordered nodes in our skip ring data structure is N. Ring 0 consists of 
these entire N ordered nodes (Figure 4-Ring 0). 

Because N ordered elements are included, search at Ring 0 level is performed in O(N) time complexity. 
Ring 1 is created if every other element of the list at Ring 0 also has an extra link to the element two ahead of it 
(Figure 4 – Ring 1). Since the maximum number of elements at Ring 1 level equals   12 +N  , search is 

performed within O(N) time complexity. Ring 2 is created if every forth element of the list at Ring 0 also has an 
extra link to the element four ahead of it (Figure 4-Ring 2). Since the maximum number of elements at Ring 2 

level equals   24 +N , search is performed within O(N) time complexity. When each 2ith node 

(i=0,..,MaxLevel(15 or 31)) is linked to the following 2ith node via a pointer in this way, since the maximum 

number of elements at Ring i level equals i
N

i
+









2
, time complexity to reach a node in a search equals O(lg N) at 

maximum.  
Similar to skip list data structure searching, insertion and deletion [4,6] can also be performed in our 

skip ring data structure. 
 

3.1. Node Search 

In our skip ring data structure, as described in the previous section, each 2ith (i=0,..,MaxLevel(15 or 31)) node is 
linked to the following 2ith node via a pointer. Thus, a conical structure is created, which allows reaching the 
required node in a time complexity of O(lg N) at maximum. Search is initiated in the ring at the top level and 
continues towards rings at lower levels. 
Steps to be followed for search in our new data structure are as follows: 

� Determine the “key” value to be searched 
� Check if the skip ring data structure is free or not 
� If not free search the “key” value from top level to lower ones 
� If the “key” is found return the value if not return false 

The steps to find ‘K’ node in a skip ring data structure consisting of {A, C, F, H, K, P, T} elements are shown in 
Figure 5. 
 

  
Figure 5. Search node in skip ring 

Because it is similar to skip list data structure, search in skip ring data structure can be performed 
through modifying the algorithm used in skip list.  
 

3.2. Node Insertion 

It is required to find the position in order to insert a new node, which requires searching. It is possible to reach a 
node in a time complexity of O(lg N) at maximum, which is the time complexity for node insertion.  
While constructing skip ring data structure from nodes, nodes are placed at random levels.  The random_level() 
algorithm (Algorithm 1) creates a random level between 0,..,MaxLevel(15 or 31) to form up levels to insert 
nodes. 
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Algorithm 1 { Random level } 

random_level() 
  level <- 0; 
  frand<-rand()/RAND_MAX {frand value in 0..1} 
  while(frand < P) and (level < MaxLevel)    { P = 1/2 } 
      level<-level+1; 
  return level; 
 
The steps must be followed in order to insert a new node: 

� Define the “key” value to be added 
� Search the “key” value starting from the top level to lower levels. 
� If found, return false and exit 
� If not found, create a new node (M), create a level randomly (Algorithm 1), Assign the value of this 

node as “key” 
� Update the structure in a way that the pointer of node prior to M shows M and pointer of M represent 

the node next to M.  
� Insert the node for all the necessary levels. 

 

The steps to insert ‘M’ node (random level=3) in a skip ring data structure consisting of {A, C, F, H, K, P, T} 
elements are shown in Figure 6. 
 

 
Figure 6. Insert new node and update skip ring 

 
3.3. Node Removal 

It is required to search and find a node in order to delete a node. It is possible to reach a node in a time 
complexity of O(lg N) at maximum, which is the time complexity for node deletion.  
Deletion of a node in a skip ring data structure is similar to that of a skip list data structure [4,6]. Similar to 
search algorithm, the first thing that must be controlled during removal operation is that not a single element can 
be available in skip ring data structure.  
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These steps must be followed in order to delete a node: 

� Define the node (M) to be removed 
� Search this node starting from the top level to lower levels  
� If node (M) is found, update the list in a way that pointer of the node prior to M shows the node after M.  
� Remove the node (M) from all levels  
� Remove the node from the memory 

 

3.4. Properties of Skip Ring Data Structure 

Skip ring data structure is created through circular linked list and skip list data structures, which requires 
reflecting the properties of these data structure. It is aimed to focus on the properties of this data structure as a 
mathematical model and its functions during processes performed in this data structure.  
 

Theorem 1. Given that 0≤j≤MaxLevel and 1≤k≤MaxIndexj, let us say that S(j,k) is skip ring data structure, 
S(0,k) is the linked list at the bottom of Skip Ring data structure and the index set of nodes at 0 level, 

I(S(0,k))={i1,i2,…,ik,..,iMaxIndex}. If +
∈ Z

i
j

k

2
, then ik∈I(S(j,k))  (I(S(j,k)) is the index set for Level j). 

Proof. This theorem can be proved through mathematical induction.  
Step 1: At Level 0, some nodes may be moved to the next level(Level 1). When N is the number of nodes at 
Level 0, the index set for nodes to be moved to the next level is {2, 4, …, N} or {1, 3, …, N-1} if N is even and, 
as a result, 

indexes at Level 1 will be as 
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respectively.  
If N is odd, the indexes of nodes to be moved to Level 1 will be as {2,4,…, (N-1)} or {1,3,…,N} and their 

indexes at Level 1 will be as 
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where  .  function is the ceiling function. 

Step 2: Assume that the condition is valid for Level=j=MaxLevel-1. 
Step 3: Given that the set of nodes at Level MaxLevel-1 is  I(S(MaxLevel-1,…)), assume that the indexes of 
nodes at this level are {1,2,…,MaxIndexMaxLevel-1}. If MaxIndexMaxLevel-1 is even, the index list of nodes to be 
moved to MaxLevel are {2,4,…,MaxIndexMaxLevel-1}= I(S(MaxLevel-1,…)) and the index set at MaxLevel will 
be as {2/2, 4/2, …, (MaxIndexMaxlevel-1)/2}=I(S(MaxLevel,…)). If MaxIndexMaxLevel-1 is odd, the index list of 
nodes to be moved to MaxLevel {2,4,…,(MaxIndexMaxLevel-1-1)}=I(S(MaxLevel-1, … )) and the index set at 
MaxLevel will be as {2/2, 4/2, …, (MaxIndexMaxlevel-1-1)/2}= I(S(MaxLevel,…)).  
 
Theorem 2. Given that 0≤i≤MaxLevel and 1≤j≤MaxIndexi, let us assume that S(i,j) is a skip ring data structure. 
MaxLevel is the index level at the top level and |S(i,..)| equals the number of nodes at ith level. Given that N is 
the number of nodes at the bottom level, 

 

∑ ∑
= =
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N
ilg

1 1

1  

Proof. |S(0,…)|=N and  .  is the ceiling function. Those nodes which have even indexes at Level 0 are moved to 

the next level and their indexes are halved. In this case, the number of nodes at Level 1 is the half of those at 

Level 0 or one less than it. This means that the number of nodes at Level 1 is 

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MaxLevel equals  Nlg . In other words, the maximum value of ∑
=


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
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MaxLevel
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iS
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 will be N, which is the 

exponent of 2. If N=2r and r∈Z+. In this case, the number of nodes at all levels will be as |S(1,…)|=2r-1, 
|S(2,…)|=2r-2, …, |S(MaxLevel,…)|=1 and   rN =lg . Except Level 0, the number of nodes at all other levels 

will be as  
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Theorem 3. When S is a skip ring, the number of nodes in this skip ring will be as 
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Proof. Given that N0=N, let us say that N1 is the number of nodes at Level 1 and it is N2 at Level 2. The number 

of nodes at the last level is  NN lg .  
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given as a ceiling function, the link between the number of nodes at different levels will be as  

    
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N which proves our argument. 

Theorem 4. When S is a skip ring and ∀k1, k2 are node indexes and i and j are level indexes, following 
arguments are valid. 

a) If i=j, then S(i,k1)≤S(j,k2) for k1<k2. 
b) If i<j and k1≤2j-ik2 and if S(i,k1)≤S(j,2j-I k2) or j<i and k1≤2j-ik2, then S(j,k1)≤S(j,2i-jk2). 

Proof. First, the data structure at each level of skip ring is a linked list. Therefore, step a) is proved because 
nodes are placed on this linked list in an ascending form.  
b) Nodes at the bottom level the indexes of which are even are moved to a level. Their indexes equal to the 
indexes of nodes at the previous level divided by two. In this case, if i<j and j-i>0, the index of node at level j is 
divided by 2, j-i times. Therefore, the index of node at the bottom level equals to the index multiplied by 2j-i. If 
i<j, k1 index is the 2j-i times as much as k2 index. In this case, k1≤2j-ik2, due to condition is provided because 
linked list is in an ordered one S(i,k1)≤S(j,2j-ik2). The other condition is the reverse of this. 
Theorem 5. When N is the number of nodes at the bottom level (Level 0), the longest path in search process in 

skip ring data structure will be as   1lg +N . 

Proof: Under normal circumstances, the number of nodes at the top level is 1. In this case, it is determined 
whether to move to the next level or not through a single comparison at this level. If the node searched is found 
at this level, the path comes to an end. If not, it moves to the lower level and the comparison at this level will be 
as ~1. When it reaches the bottom level in this way, a path corresponding to the level in skip ring data structure 

is followed, which is defined as ~   1lg +N . 

 
4. Conclusions 

Skip list, in which linked lists are used and search, insertion and deletion is performed rapidly, is a fast and 
dynamic data structure introduced by Pugh. Skip list data structure is important because it reduces O(N), which 
is the time complexity for search, insertion and deletion processes in linked list data structure, to O(lg N). 

Skip ring data structure is created with the help of skip list and circular linked list data structures. 
Thanks to its conical and layered structure, skip ring data structure presented in this study reduces O(N), which 
the time complexity for search, insertion and deletion processes in circular link list data structure, to O(lg N) 
time complexity. Therefore, it can be used anywhere both data structures are used.  

Circular linked list data structure is used for various purposes requiring circular processing. Similarly, 
our skip ring data structure can be used more efficiently in those circumstances where circular processing is 
required (O(lg N)). For instance, skip ring data structure is suitable for memory management, task management 
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and process scheduling in operating systems.    
In conclusion, just as skip list reduces O(N), which is the time complexity for search, insertion and 

deletion processing linked list data structure, to O(lg N), our data structure, skip ring, reduces time complexity 
from O(N) to O(lg N) in circular linked list. This enables to save remarkable time when larger sets of data are 
taken into consideration. 
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