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Abstract

Mammography is one of the available techniquegHerearly detection of masses or abnormalities fwvhic
is related to breast cancer. Breast Cancer isrthenirolled of cells in the breast region, whichyna#ect

the other parts of the body. The most common abalities that might indicate breast cancer are ngsse
and calcifications. Masses appear in a mammoggafim@, granular clusters and also masses wilhagt
sharp boundaries, so often difficult to identifydrraw mammogram. Digital Mammography is one of the
best available technologies currently being usedHe early detection of breast cancer. Computdedi
Detection System has to be developed for the deteadf masses and calcifications in Digital
Mammogram, which acts as a secondary tool for déldéotogists for diagnosing the breast cancer. is th
paper, we have proposed a secondary tool for t®logists that help them in the segmentation and
feature extraction process.

Keywords: Mammography, Breast Cancer, Masses, Calcificafddgital Mammography, Computer Aided
Detection System, Segmentation, Feature Extraction

1. INTRODUCTION

Cancer is an abnormal, continual multiplying ofl&eThe cells divide uncontrollably and may growoin
adjacent tissue or spread to distant parts of tigly.lBreast cancer remains a leading cause of cdeeths
among women in many parts of the world. Early didacof breast cancer through periodic screenirg ha
noticeably improved the outcome of the diseaseTi¢ mass of cancer cells will eventually beconmgda
enough to produce lumps, masses, or tumors thabeatetected. Tumor is uncontrolled growth of cells
which can be either Benign or Malignant. Benign Busnare not cancerous. Benign tumors may grow
larger but do not spread to other parts of the bbthlignant Tumors is cancerous. Malignant tumas ¢
invade and destroy nearby tissue and spread to p#res of the body. Tumor can be easily identified
mammogram because tumor part is highly bright ¢h@vhigh intensity) compared to other part
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(background) of the mammogram image as shown iar€idj.

In the figure 1, we can observe that the marked skape area have higher intensity compared to the
surrounding area. This marked oval shape is theiined] Region Of Interest (ROI). Segmentation
techniques can be used to extract the tumor froemnlammogram. Computer Aided (CA) detection
systems have been developed to aid radiologiststiecting mammographic abnormalities [2-5].

There are large numbers of diagnostic methods milyr@vailable for the diagnosis of Breast Cancer,
among which digital mammography is the most rediatlethod, for detecting early breast cancer [6-7].
Early detection of Breast Cancer can decrease tivality rate. In this paper, we have proposed @DCA
system to segment the tumor from the ROI and cateuthe features that have importance in the
classification of tumors.

2. PROPOSED CAD SYSTEM

The proposed CAD system consists of five princgtafjes. The first stage is the collection of inmeages
and ROI extraction, second stage is ROl Image Er#raent, the third stage is Segmentation, the fourth
stage is Filter and the last stage is Feature E@maent.

2.1 ROI Extraction

The input images are collected from Mammographicagen Analysis Society (MIAS) research
database. The MIAS dataset [6] is used to testptioposed technique. These images were previously
investigated and labeled by an expert radiologisteld on technical experience and biopsy. The dadtase
selected due to the various cases it includesdateset is composed of 322 mammograms of righteihd
breast, from 161 patients, where 51 were diagnesethalignant, 64 as benign and 207 as normal. The
abnormalities are classified into microcalcificati@ircumscribed mass, ill-defined mass, spiculabeds,
architectural distortion, and asymmetry. In thigdgt 322 mammogram images were selected as described
in Table 1. The original mammograms are 1024 x 1fidls, and almost 50% of the image comprised of
the background with a lot of noise. Therefore gping operation is applied to the images to cuttlof
unwanted portions of the images. Regions of Intgie®1) of 128x128 pixels are cropped manually, rehe
the given center of the abnormality area is setetdebe the center of ROI. In the proposed CADesyst
microcalcifications are not considered, only cireanibed mass, ill-defined mass, spiculated mass,
architectural distortion, and asymmetry are consideThe preprocessing phase of digital mammograms
refers to the enhancement of mammograms intensity eontrast manipulation, noise reduction,
background removal, edges sharpening, filtering, et

2.2 ROI Image Enhancement

Histogram equalization [7] has been used for thessignment of pixels to make the image better, as
proposed by H.D.Cheng et al [8]. In general, lowtcast of mammographic images, hard to read masses
mammograms [9], variation of the intensities of thasses such that radiopaque mass with high density
and radiolucent mass with low density in comparigadth the background were found to be the reasons f
the enhancement [10]. Selective median filteringhwCLAHE (Contrast Limited Adaptive Histogram
Equalization) algorithm will remove the noise amdhances the mammogram for better segmentation.

2.3 Segmentation

In analyzing mammogram image, it is important tstidguish the suspicious region from its surrougdin
The goal of segmentation is to simplify and chatigerepresentation of an image into something ithat
more meaningful and easier to analyze. Image seigt@m is typically used to locate objects and
boundaries (lines, curves, etc.) in images. Thelresf image segmentation is a set of segments that
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collectively cover the entire image, or a set aiftoars extracted from the image [11].

Segmentation can be carried out using any of thedsird techniques like Local Thresholding, Global
Thresholding, Region Growing, Region ClusteringsitDSegmentation Technique, Template Matching. In
the proposed system, we have used Local Threslgoltachnique [12 -14] and Otsu method [15] for
segmentation.

Local thresholding technique has been proven twigeoan easy and convenient way to perform the
segmentation on digital mammogram. The segmentasiadetermined by a single value known as the
intensity threshold value. Then, each pixel in thage is compared with the threshold value. Pixel
intensity values higher than the threshold willuteg a white spot in the output image

The second technique used for segmentation is ©ts€thod, which has shown a more satisfactory
performance in the medical image segmentationa#t been found to perform well compared to other
thresholding methods in segmenting the massegitadmammogram.

2.4 Filter

After the segmentation process, there are stibemin the image which will affect the next stdgeature
Extraction stage. These noises have to be supprasseg any of the filtering techniques that are
appropriate. Usually noises occupy less numben@ipcompared to the tumor. These noises candilyea
be visualized by observing the segmentation ougmat they look like small white spots. The observed
pixels which are to be noises are removed by §ltimeir intensity values by zeros.

2.5 Feature Extraction
Feature is used to denote a piece of informatioithvis relevant for solving the computational
task related to a certaapplication. More specifically, features can rdter

The result of a generakighborhood operatioffieature extractor deature detectdrapplied to the
image,

« Specific structures in the image itself, rangingnirsimple structures such as points or edges to
more complex structures such as objects.

Feature extraction is the important step in breaster detection. Texture feature is importantifoage
classification. Various techniques have been useddmputing texture features [16]

The recent use of textural features and machimaitea (ML) classifiers has established a new redear
direction to detect breast cancer. Texture feathese been widely used as classification of masses
digital mammogram. Texture features can be cl&sskifiito three classes based on what they are derive
from Gray Level Co-Occurrence Matrices (GLCM), Giagvel Difference Statistics (GLDS), and Run
Length Statistics (RLS) [17]. Many studies haverb@axused on statistical texture features [18] ubed
three types of statistical texture feature for reastetection and classification, [19] used the Ri8xtract
the texture information from the region of interef0] Texture features in detection of masses in
mammogram. [21] Used texture analysis for the diaafon of mammographic masses. [22] Used
statistical texture features for early detectiomafsses in digitized mammogram.

Texture features is considered to be one of thelyidsed tool in masses detection in digital manmawg
The Haralick features and co-occurrence matrix taee most methods of textural analysis for feature
extraction which are used to classify the regiohmi@rest into benign and malignant masses. Mbsh®
texture analysis methods are applied directly @ndhiginal or filtering images. The computationélttoe
co-occurrence matrix to the whole image is requisege computing time. However decreasing the size
the co-occurrence matrix by reducing the numbergdady levels in the image without losing the
information’s is must.

Statistical texture features have been proven tpdweerful in classifying masses and normal breaasties
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[23]. The implementation of feature extraction prdare relies on the quality of the texture, whishhe
main descriptor for all the mammograms.

In the proposed system, Co-occurrence matrix igl fsefeature extraction. GLCM is a powerful toor f
image feature extraction. Gray level pixel disttibo described by statistics like probability ofdixels
having particular gray level at particular spatihationships. This spatial information is providasl two
dimensional gray level matrices. GLCM is a powethdl for image feature extraction. Gray level pixe
distribution described by statistics like probdkilof two pixels having particular gray level atrgeular
spatial relationships. This spatial informatiorpi®vided as two dimensional gray level matricesiols
statistical measures such as correlation, energymy, homogeneity and other statistical measares
calculated based on GLCM for the output of fouttge. The size of GLCM is determined by number of
gray level in an image.

The standard Haralick GLCM texture descriptors fraaralick (1973), GLCM Texture Descriptors from
Clausi (2002), GLCM Texture Descriptors from Sold dsatsoulis (1999) and MATLAB Image Processing
Toolbox (IPT) GLCM Texture descriptors are depictad table 2, table 3, table 4 and table 5
respectively. In the proposed system, combinatfoalldhe four texture descriptors and statistifetures
are extracted.

Apart from the texture features other statisticahtfires like Mean, Standard Deviation, Variance,
Skewness, Kurtosis, Root Mean Square is determined.

3. EXPERIMENTAL OUTPUT

MATLAB has been used to calculate all the featuszpiired and GUIDE toolbox is used to develop the
GUI for the proposed system. In the first stepthi@ input image the ROI is selected by manual drapp
process. For the cropped image, image enhanceedmiitjues have been employed to improve the image
quality. The segmentation is carried out for thénasrted cropped image by using Local thresholding
and Otsu segmentation techniques. Before featuraation of this segmented image, noise is remdmed
filling their intensity values by zero. These naisell appear as tiny white spots in the image.tties are
calculated for the noise suppressed segmentedtolitpel figure 3 depicts the steps carried out.

4. CONCLUSION AND FUTURE SCOPE

It has been observed that after the segmentatmreps, then also white spots-Noise will appear ki
affects the feature extraction process. This nb&se to be removed if feature extraction processtba
yield the accurate results. Once features are ledbzlifor the entire MIAS database, then featuténae to
be constructed. The feature set has to be constriictsuch a manner that it has to be understaadabl
the classifiers. Any of the classifiers like Artial Neural Network, Support Vector Machines, aretiBion
Trees can be used for the classification of breastors. The accuracy of the classifier has to be
determined. The accuracy of any classifier will elegh on the features extraction phase. The classifis

to be trained for the feature set constructed. Thieas to be tested with unknown samples. Theracgus
calculated for training and testing phases. Fortithi@ing and testing the classifiers, the MIASasdat can
be used. The classifiers can also be experimemtethé digital mammograms collected from the local
oncology hospitals.
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Clas: Benigr Malignan Total
Microcalcificatior 12 13 25
Circumscribe: 19 23
II-definec 7 7 14
Spiculate: 11 19
Architectura 9 1C 19
Asymmetry 6 9 15
Normal tissu 9 - 207
Total 64 51 322

Table 1. The Distribution of MIAS Data Set
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Table 2: Standard GLCM Texture Descriptors (Hakalll973)
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Tahle 4: GLCM Texhme Desoiptors frooe Soh and Tsatsoulis (1999)
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